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7.1 HVAC System Commissioning

David E. Claridge and Mingsheng Liu

Commissioning was originally used by the Navy to ensure that battleships and submarines functioned
properly before they were sent out to sea. It has been adopted and adapted within the building construc-
tion industry to apply to many different building systems. ASHRAE provides a definition of building
commissioning in its Guideline 1-1996 (ASHRAE, 1996, p. 23):

Commissioning is the process of ensuring systems are designed, installed, functionally tested, and
operated in conformance with the design intent. Commissioning begins with planning and includes
design, construction, start-up, acceptance, and training and can be applied throughout the life of the
building. Furthermore, the commissioning process encompasses and coordinates the traditionally
separate functions of systems documentation, equipment start-up, control system calibration, testing
and balancing, and performance testing.

The ASHRAE commissioning efforts were restricted to new buildings, but it later became evident that
while initial start-up problems were not an issue in older buildings, most of the other problems which
commissioning tackled were even more prevalent in older systems. Commissioning of HVAC systems
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has been growing in popularity over the last decade; however, it is still not the norm in construction
practice or building operation. One of the recommendations in the National Strategy for Building
Commissioning (PECI, 1999) is “to develop a standard definition of commissioning.”

The principal motivation for commissioning HVAC systems is to achieve HVAC systems that work
properly to provide comfort to all the occupants of a building in an unobtrusive manner and at low cost,
and to optimize HVAC system operation with minimal energy and operational costs. When HVAC systems
are commissioned based on the design intents for a new building, the process is called new building
commissioning. When HVAC systems are commissioned based on initial design intents for an existing
building, the process is called existing building commissioning. When HVAC systems are commissioned
based on actual use and the HVAC systems operation are optimized for different load conditions, the
process is called continuous commissioning.

In principle, all building systems should be designed, installed, documented, tested, and staffed by
personnel trained in their use. In practice, competitive pressures, fee structures, and financial pressures
to occupy new buildings as quickly as possible result in buildings that are handed over to the owners
with minimal contact between designers and operators, and are characterized by minimal functional
testing of systems, documentation largely consisting of manufacturer system or component manuals, and
little or no training for operators. This has lead to numerous problems including: mold growth in walls
of new buildings, rooms that never cool properly, and air quality and comfort problems.

It has been estimated that new building commissioning will save 8% in energy cost alone compared
with the average building that is not commissioned (PECI, 1999). This offers a payback for the cost of
commissioning in just over 4 years from the energy savings alone and provides improved comfort and
air quality. Traditional commissioning of existing buildings typically provides 12% in energy savings,
with a payback of just over 1 year (PECI, 1999). The enhanced commissioning process, or continuous
commissioning, significantly improves building comfort and typically decreases energy costs by 20%
(Claridge et al., 1998) with payback of the project cost often less than 1.5 years.

Although commissioning provides higher quality buildings and results in fewer initial and subsequent
operational problems, the direct and rapid payback of the commissioning expense from lowered operating
costs is often the principal motivation for many owners. Documenting these lower operational costs is
much easier if a specific plan is implemented to monitor and verify the results of the commissioning
process. This is sometimes done with utility bill information, but is often more effective if measurement
equipment is used on a temporary or permanent basis to record hourly or daily energy use data. The
last section in this chapter addresses effective ways to monitor and verify savings from commissioning
projects.

7.1.1 Commissioning New HVAC Systems

The goal of the commissioning process for a new HVAC system is to achieve a properly operating system
that provides design comfort levels in every room in a building from the first day it is occupied. The
motivation for commissioning a building is sometimes the desire to achieve this state as quickly, painlessly,
and inexpensively as possible. In other cases, the primary motivation is to achieve operating savings and
secondarily to minimize operating problems, while the motivation is more complex in other cases.

Disney Development Corporation has constructed over $10 billion in new facilities over the last decade
and has concluded that commissioning is an essential element for their company. The corporation often
uses innovative construction techniques and creative designs in highly utilized facilities where the occu-
pants have very high expectations. Most of their facilities are expected to be aesthetically and operationally
at the cutting edge of technology (Odom and Parsons, 1998). Other major private sector property owners
who have adopted commissioning include Westin Hotels, Boeing, Chevron, Kaiser Permanente, and
Target. The U.S. General Services Administration has begun to integrate commissioning into its design
and construction program (PECI, 1999). State and local governments have also been leaders in the move
toward commissioning, with significant programs at the state or local level in Florida, Idaho, Maryland,
Montana, New York, Oregon, Tennessee, Texas, and Washington (Haasl and Wilkinson, 1998).
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The Commissioning Process

Perhaps the major reason that commissioning is needed is that in many projects “commissioning” the
project simply consists of turning everything on and verifying that all motors, chillers, and boilers run.
The HVAC commissioning process ideally begins during the building programming phase and continues
through the design phase, the construction phase, the acceptance phase, and into the post-acceptance
phase. It requires the participation of the owner (or representative), the commissioning coordinator
(or commissioning authority (CA)), design professionals, and the construction manager.

There is considerable agreement that a strong commissioning program requires a CA or a person or
company who implements the overall commissioning process and coordinates commissioning related
interactions between the other parties involved in the design, construction, and commissioning process.

The organizational structure of the commissioning process is shown in Figure 7.1.1. The CA reports
to the owner and works with the other design professionals during the project. The construction manager
then has primary responsibility of ensuring that the various contractors carry out the intent of the design
developed, with the CA providing a detailed verification that the project, as built, does in fact meet the
design intent.

The many facets of the commissioning process are shown schematically in Figure 7.1.2, specifically
identifying the responsibilities of the owner, the CA, the design professional, and the constructions
manager as they relate to the commissioning process in the programming, design, construction, accep-
tance, and post-acceptance phases of the project. In many projects, the commissioning process is imple-
mented later in the design and construction process, decreasing the benefits of commissioning.

To maximize the benefits of commissioning, the owner selects the CA early in the programming phase
so he or she can participate in the programming phase and develop a preliminary commissioning plan
before the design phase begins. During the design phase, the principal responsibility of the CA is to
review and comment on the design as it evolves and to update the commissioning plan as necessary.
During the construction phase, the full commissioning team comes on board, and training of the building
staff begins, while the CA continues to closely observe the construction process. The major commissioning
activity occurs during the acceptance phase, with a multitude of checks and tests performed, further staff
training, and finally, reporting and documentation of the process.

FIGURE 7.1.1 Commissioning organizational structure.
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FIGURE 7.1.2 Commissioning process flow chart.
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Commissioning Authority
The following is a more detailed listing of the duties of the commissioning authority (CA), as given by
ASHRAE (1996):

1. Organize and lead the commissioning team.
2. Prepare the initial design intent document from the information contained in the owner’s program.
3. Prepare a program-phase commissioning plan that describes in general the extent of the commis-

sioning process to accomplish the owner’s program and the initial design intent.
4. Develop the design-phase commissioning plan, which details the extent and activities of the

commissioning process including commissioning team organization, schedule, training, and doc-
umentation requirements and all related testing, verification, and quality control procedures.

5. Review and comment on the impact of the design documents on the HVAC commissioning process
for the mechanical, electrical, structural, plumbing, process, interior design, and other design
professionals within the commissioning process, so that interfaces between systems are recognized
and coordinated.

6. Prepare the construction-phase HVAC commissioning plan required as part of the commissioning
specification. Include a list of all contractors for commissioning events by name, firm, and trade
specialty.

7. Execute the HVAC commissioning process through organization of meetings, tests, demonstra-
tions, training events, and performance verifications described in the contract documents and in
the approved HVAC commissioning process. Organizational responsibilities include preparation
of agendas, attendance lists, arrangements for facilities, and timely notification of participants for
each commissioning event. The commissioning authority acts as chair at all commissioning events
and ensures execution of all agenda items. The commissioning authority prepares minutes of every
commissioning event and sends copies to all commissioning team members and attendees within
five workdays of the event.

8. Review the plans and specifications with respect to their completeness in all areas relating to the
HVAC commissioning process. This includes ensuring that the design phase commissioning plan
is followed and adequate devices are included in the design in order to properly test, balance, and
adjust the systems and to document the performance of each piece of equipment and each system.
Any items required but not shown shall be brought to the attention of the construction manager
prior to submittal of shop drawings.

9. Schedule the construction-phase coordination meeting within 90 days of the award of the contract
at a convenient location and at a time suitable to the construction manager, the HVAC design
professional, and the electrical design professional. This meeting is meant for reviewing the
complete HVAC commissioning process and establishing tentative schedules for mechanical and
electrical system orientation and inspections, O&M submittals, training sessions, system flushing
and testing, job completion, testing, adjusting, and balancing (TAB) work, and functional perfor-
mance testing.

10. Schedule the initial owner HVAC training session so that it is held immediately before the mechan-
ical system orientation and inspection. This session is attended by the owner’s O&M personnel,
the HVAC design professional, the electrical design professional, the mechanical contractor, the
electrical contractor, and the commissioning authority. The HVAC design professional will conduct
this session with the assistance of the electrical design professional, giving an overview of the
system, the system design goals, and the reasoning behind the selection of the equipment.

11. Coordinate the HVAC mechanical system orientation and inspection following the initial training
session. The mechanical system orientation and inspection is conducted by the mechanical con-
tractor. Its emphasis is on observation of the equipment’s location with respect to accessibility.
Prepare minutes of this meeting, with separate summaries of deficiency findings by the owner’s
staff and commissioning authority. Distribute to attendees and the owner.
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12. Coordinate the HVAC electrical system orientation and inspection following the HVAC mechanical
system orientation and inspection session. The electrical system orientation and inspection is
conducted by the electrical contractor. Its emphasis is on observation of the equipment’s location
with respect to accessibility and function. Prepare minutes of this meeting, with separate summa-
ries of deficiency findings by the owner and commissioning authority. Distribute to attendees and
the owner.

13. Receive and review the operations and maintenance (O&M) manuals as submitted by the con-
tractor. Ensure that they follow the specified outline and format. Insert the system’s description
as provided by the HVAC design professional in the Systems Manual.

14. Check the installation for adequate accessibility for maintenance and component replacement or
repair.

15. Witness equipment, subsystem, and system start-up and testing. Ensure that the results are doc-
umented — including a summary of deficiencies — and incorporated in the O&M manuals.

16. Prior to initiating the TAB work, meet with the owner, mechanical contractor, HVAC design
professional, and TAB contractor. The TAB contractor will outline TAB procedures and get con-
currence from the HVAC design professional and commissioning authority. Ensure that the TAB
contractor has all forms required for proper data collection and that he or she understands their
importance and use.

17. Schedule the O&M training sessions. These training sessions are attended by the owner, the
commissioning authority, the HVAC design professional, the electrical design professional, the
construction manager, contractors, and equipment suppliers, as necessary. The format of these
sessions follows the outline in the O&M manuals and includes hands-on training.

18. Upon receipt of notification from the construction manager that the HVAC system has been
completed and is operational and the TAB report has been accepted by the HVAC design profes-
sional, proceed to verify the TAB report and the function of the control systems in accordance
with the commissioning specification. Prepare a verification report, including all test data and
identification of any deficiencies, and submit it to the owner and HVAC design professional for
review.

19. Supervise the commissioning team members in the functional performance tests. The test data
will be part of the commissioning report.

20. Review “as-built” drawings for accuracy with respect to the installed systems. Request revisions
to achieve accuracy.

21. Ensure that the O&M manuals and all other “as-built” records have been updated to include all
modifications made during the construction phase.

22. Prepare the Systems Manual.
23. Repeat functional performance tests to accommodate seasonal tests and/or correct any perfor-

mance deficiencies. Revise and resubmit the commissioning report.
24. Assemble the final documentation, which will include the commissioning report, the Systems

Manual, and all “as-built” records. Submit this documentation to the owner for review and
acceptance.

25. Recommend acceptance of the HVAC system to the owner.

Commissioning Resources
Commissioning projects can be implemented at many levels of detail and a number of guidelines for
implementing commissioning projects are available. ASHRAE Guideline 1-1996: The HVAC Commissioning
Process (ASHRAE, 1996) is a product of the ASHRAE consensus process and as such has benefited from
the input of all major stakeholders. It does not contain sets of forms and tables which are often helpful
in scheduling and setting up the tests required in the process. The PECI guideline of Haasl and Sharp
(1999) is helpful in this regard. They list 21 sources for commissioning guidelines, guide specifications,
and sample functional performance tests. An abridged version of this list is provided in Table 7.1.1.
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7.1.2 Case Study — Boeing Commercial Airplane Group Headquarters

Project Overview

The Boeing Company maintains and operates a large number of facilities in multiple locations. Over the
years, Boeing has used many different methods to design, construct, and maintain its facilities. It currently
uses an internal Facilities Asset Management Organization to handle the real estate, procurement, con-
struction, maintenance, and asset accounting functions required to site, build, maintain, and manage all
aspect of facilities infrastructure for the commercial airplane group.

TABLE 7.1.1 Sources for Commissioning Guidelines, Guide Specifications, and Sample Functional Performance Tests

Source Guidelines
Guide
Specs

Sample
Tests

Model Commissioning Plan and Guide Commissioning Specifications, USDOE/PECI, 1997. 
NTIS: # DE 97004564, 1-800-553-6847. PECI Web site: http://www.peci.org.

Some Yes Yes

The HVAC Commissioning Process, ASHRAE Guideline 1-1996, 1996. ASHRAE 
Publications Dept., 1791 Tullie Circle, NE, Atlanta, GA 30329.

Yes Some No

Engineering and Design Systems Commissioning Procedures, U.S. Army Corps of 
Engineers, 1995 (ER 1110-345-723). Department of the Army, U.S. Army Corps of 
Engineers, Washington, D.C. 20314-1000.

Some Some No

Commissioning Specifications, C-2000 Program, Canada, 1995. C-2000 Program, Energy 
Mines & Resources, Energy Efficiency Division, 7th Floor, 580 Booth St., Ottawa, 
Ontario, Canada K 1 A OE4.

No Yes No

Building Commissioning Guide, U.S. General Services Administration and USDOE, 1995. 
Prepared by Enviro-Management & Research, Inc., 703-642-5310.

Yes No No

Commissioning Guide Specification, Facility Management Office, University of 
Washington, 1993-6. http://weber.u.washington.edu/-fsesweb/

No Yes Some

Commissioning Guidelines, Instructions for Architects and Engineers, State of Washington, 
1995. Dept. of General Administration, Div. of Engineering & Architectural Services, 
360-902-7272.

Yes No No

Standard HVAC Control Systems Commissioning and Quality Verification User Guide, 
U.S. Army Const. Engineering Research Laboratories, 1994. Facilities Engineering 
Applications Program, U.S. Army Engineering and Housing Support Center, Ft. Belvoir, 
VA 22060-5516. FEAP-UG-GE-94/20.

No No Yes

Contractor Quality Control and Commissioning Program — Guidelines and Specification, 
Montgomery County Gov., State of Maryland, 1993. 301-217 6071.

Yes Yes Some

Procedural Standards for Building Systems Commissioning, National Environmental 
Balancing Bureau (NEBB), 1993. NEBB, 1385 Piccard Drive, Rockville, MD 20850. 
301-977-3698

Yes Some Some

HVAC Systems Commissioning Manual, Sheet Metal and Air Conditioning Contractors’ 
National Association (SMACNA), 1993. SMACNA, 4201 Lafayette Center Dr., 
Chantilly, VA 22021.

Yes Some Some

Guide Specification for Military Construction — Commissioning of HVAC Systems, 
Department of the Army, U.S. Army Corps of Engineers, January 1993. Department 
of the Army, U.S. Army Corps of Engineers, Washington, D.C. 20314-1000

No Some Yes

Commissioning Guide, Public Works Canada, Western Region, 1993. 403-497-3770. Some Yes No
Building Commissioning Guidelines, Bonneville Power Administration/PECI, 1992.

503-230-7334.
Yes Some Some

The Building Commissioning Handbook, The Association of Higher Education Facilities 
Officers (APPA), written by John Heinz and Rick Casault, 1996. APPA, 1643 Prince 
Street, Alexandria, VA 22314.

Yes Yes No

HVAC Functional Inspection and Testing Guide, U.S. Dept. of Commerce and the General 
Services Administration, 1992. NTIS: 800-553-6847.

No No Yes

AABC Master Specification, Associated Air Balance Council (contains information on 
how the TAB fits into the commissioning process.) AABC National Headquarters,
202-737-0202.

No Yes No

Source: Abridged from Haasl and Sharp, 1999.
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The original case study description (Davenny, Doering, and McGuire, 1999), from which this descrip-
tion has been condensed and adapted, was written by two lead members of the Boeing project manage-
ment team and the lead engineer for the commissioning agent.

The commissioning process used for this project is the result of many years of experience by Boeing’s
facilities personnel, and as such is not identical to the ASHRAE process. However, there are many common
elements. The emphasis placed on the commissioning process is indicative of the direction in which the
overall construction process at Boeing is headed. The company believes that the inherent benefits and
efficiencies of the commissioning process increase staff effectiveness and help ensure success in the
construction, operation, and maintenance of facilities.

The new commercial airplane group headquarters office building is a 309,000 square feet, 5-story office
building located in Renton, Washington, and houses executive, administrative, and sales offices. The
project was performed as a cost-plus-fixed-fee, design-build partnering effort. It began in October 1996
with initiation of the programming and preliminary design process. Ground was broken on May 14,
1997, and the building was occupied on October 2, 1998. (Costs below are for 1998.)

Commissioning Organizational Structure

The owner decided to expand the scope of the mechanical engineer’s role to include the commissioning
process. The mechanical engineer thus was assigned to act as the commissioning focal (CF), responsible
for managing the commissioning work, in addition to being the owner’s representative to the mechanical
design and construction process, functioning as the liaison between the Boeing operating and mainte-
nance staff and the design/construction team, reviewing design and equipment submittals, and resolving
coordination problems and operational issues.

The owner then hired an independent commissioning agent who was assigned the responsibility of
defining and executing the detailed quality assurance measures and system functional tests. Thus, the
commissioning authority’s (CA) responsibilities for the ASHRAE process were divided between the CF
and the commissioning agent on this project. This allowed the CF to maintain an overview of the
commissioning process, while still giving the required attention to other responsibilities. As the project
developed, a commissioning team, which included representatives from the various contractor and
facilities personnel, was formed. The coordination and communication role of the CA was identified,
and the quality assurance and documentation duties which the company had traditionally viewed within
the scope of commissioning were expanded to include organizing, scheduling, and reporting on the
weekly commissioning team meetings, similar to the ASHRAE process recommendations. With a direct
reporting line between the owner and the CA, the appropriate channel was available for decision making
and problem resolution by the owner’s staff.

Role and Responsibilities of a Commissioning Agent
The scope of work negotiated between the commissioning agent (CA) and the owner included the
following specific responsibilities:

• Commissioning or Cx plan: This plan was prepared as a draft review document using input from
all team members to establish respective roles, responsibilities, and communication pathways
which were not articulated in the design/build contract documentation. The purpose was to clearly
define the specifics of contractor relationships, reporting structures, and paper flow requirements
relating to Cx. This plan became the focal point for the construction team to define, implement,
and administer the Cx scope and process.

• Schedule: The CA assisted the general contractor with incorporating Cx into the master construc-
tion schedule. The Cx plan was translated into scheduled activities with specific milestones and
scheduled time frames. These tasks were assigned work breakdown structure numbers to “nest”
within the master schedule. Documentation requirements for each task were indicated on the MS
project schedule document. This was to ensure that the Cx process enhanced project work flow
as well as overall quality.
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• Start-up documentation: The Cx team, led by the CA, reviewed and developed installation, start-up,
and point-to-point checklists and appropriate follow-up documentation for subcontractor
specialties. This step was incorporated into the Cx plan as the various specifications and responsi-
bilities were reviewed.

• Test procedures and record sheets: Functional performance test procedures and record sheets for
the various systems and components were written and executed. The systems included most of
the mechanical and controls equipment within the building, including interface with other campus
facilities. Electrical scope consisted of reviewing component test documentation by third party
testing agents and witnessing emergency power system demonstrations.

• Quality assurance: Spot checking of test and balance scope for more than 400 VAV terminal boxes
throughout the building was initially performed on 10% of the units. This QA scope expanded
as a number of installation and operational irregularities were noted. Rather than having an
adversarial role, the prefunctional testing allowed the team to resolve potential occupancy issues
ahead of move-in.

• Cx meetings: The CA organized, scheduled, and conducted 38 regular meetings involving appro-
priate team members with a focus on the Cx process and related activities. These meetings
supplemented other construction meetings as part of the Cx package and included the writing
and distribution of meeting minutes, schedule generation and modifications, and task follow-up.

• Cx reports and Cx manuals: Reports were generated detailing site activities and items of impor-
tance during the construction and testing phases. These reports represented the summation of
issues requiring resolution during construction and the performance of functional test procedures.
Additionally, the final versions of all documentation relating to the scope outlined above were
incorporated into appropriate format for a Cx manual.

Contract and Specification Issues
One of the biggest challenges presented to the commissioning effort was to revisit the client design criteria
and review plans and specifications for enhanced compliance to Cx standards during construction. The
design-build partnering aspects of the project facilitated the Cx in ways uncommon to bid-spec delivery,
including such things as designated focals, time allotments, and extended cost mechanisms. The details,
however, needed a fair amount of fleshing out. In some ways, the Cx team was playing a “catch-up” game
by defining requirements as events occurred. Many times the Cx meeting forum identified technical
issues during the job that were not addressed in the conventional construction meetings. The net effect
was very positive.

Technical Issues
The building equipment, which was the focus of the HVAC commissioning work, included four custom
air handling units (AHUs) with a total capacity of 350,000 cfm, associated fans with variable frequency
drives (VFDs), pumps, coils and dampers, 400 VAV fan-powered terminal units, a building automation
direct digital control system, and other miscellaneous systems and items.

One of the areas of greatest interest technically is that of VFDs. These devices control the air handler
supply and return fan motors, and while they were provided by the electrical contractor, they are integral
to the mechanical performance of the systems and are interfaced with the building automation system
(BAS). Thus, there was great potential for conflict between various contractors as problems arose. Issues
identified by the functional testing of these drives were added to a close-out punch list and resolved by
the appropriate parties. These included: 

• The need to provide additional wiring from the local unit disconnect back to the VFD to provide
a shut down of the drive when the disconnect was open.

• Identification of proper VFD keypad operation to avoid conflict with the BAS.

• The need to repair fan intake damper closure so the drives did not fault due to inadvertent
backward turning of the fans when disabled.
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• Increase of minimum fan speed setting to avoid overvoltage occurrence at the drive when all flow
was across a return fan in full recirculation mode.

• Identification of wiring problems at the motor controller when a drive was placed in bypass mode.

It was very beneficial to have these issue identified and resolved while all affected parties were still
involved with project close-out.

The quality assurance scope included sampling the test and balance work performed at variable air
volume terminal units throughout the space. This was particularly important to make sure that the
staged building occupancy could proceed on a floor-by-floor basis with a minimum of disruption and
comfort callbacks. This included checking the diffuser proportioning, primary air valve operation, and
control of the air valves by the unit air flow sensors. Groups of terminal units were checked by changing
control set points and trending zone responses in heating and cooling modes. Problems identified and
corrected included:

• Improper installation of duct mounted air flow sensors

• Faulty proportioning of some terminal unit air flows

• Connection of a few zone temperature sensors to the wrong terminal units

• Improper setpoints at some terminal units

As a result of the problems identified, the scope was expanded to test more sample boxes. This process
was repeated until all parties were comfortable with the performance of the equipment.

The commissioning process for this project also included the electrical systems and the fire alarms
and smoke control systems.

Costs and Benefits of Commissioning on this Project
The services and deliverables described in the CA scope of work, as well as the ancillary support and
testing work cost $0.58 per square foot. The overall cost picture should include the subcontractor costs
associated with commissioning. Those figures were not available at the time of publication.

Some of the individual problems identified and corrected by the commissioning process have already
been mentioned. During the construction process, the team initiated weekly commissioning meetings
attended by designated representatives from the various contractors, subcontractors, and Boeing depart-
ments. These proved to be a valuable auxiliary forum for communication between partnering staff and
the affected parties and facilitated the identification and resolution of technical and operational issues
in a proactive fashion. The Cx team meetings complemented weekly foreman and owner’s meetings
and added depth and focus to many areas that are traditionally problematic. The meetings continued
until well after the building was occupied and ensured post-construction continuity of design intent
and owner satisfaction.

The Boeing project managers contend that:

The benefits of Cx work are easily recognizable to those involved with construction, operating, and
maintaining buildings and related systems. That perspective is not always as easy to demonstrate to
the business and financial entities within organizations. Placing a monetary value on items such as
fewer change orders and contractor call-backs, expending less O&M staff time, and having fewer
building occupant complaints, “sick” building scenarios, systems outages, and equipment warranty
issued can be difficult. The best case for any owner can usually be made internally, when the total
costs of projects performed without Cx are analyzed. This usually requires identifying and isolating
costs encountered after the construction project is closed out. This can be a somewhat cumbersome
and painful, but beneficial, undertaking for any company. In today’s business climate, the value of
avoided litigation should also be considered. When the total value of such avoided costs and realized
benefits is truly accounted for, Cx is recognized as one of the best bargains in the construction
marketplace today.
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7.1.3 Commissioning Existing HVAC Systems: Continuous Commissioning

Commissioning of HVAC systems in existing buildings is intended to identify and correct any construction
problems that have not been rectified, just as commissioning does in a new building. However, it is also
intended to identify and correct other problems that develop during subsequent operation of the building.

Operators and maintenance personnel often increase utility consumption when dealing with an
immediate problem. For example, the chilled water temperature might be decreased from 42°F to 39°F
if one of the AHUs cannot provide 55°F cold air with 42°F chilled water since the control valve is stuck
in a partially closed position. Or the static pressure of the VAV systems is set at a higher level than needed
instead of locating the kink in the flex duct that limits flow and cooling in one zone. The efficiency issues
associated with these solutions are ignored. During building operation, resolving comfort problems is a
top priority. However, inefficient solutions such as those noted above tend to accumulate as time passes,
and these solutions often lead to additional comfort problems. It is generally true that an older building
has more comfort problems and opportunities to improve HVAC efficiency than a new building.

Commissioning of existing buildings is called by various names including: continuous commissioning
(CC), retro-commissioning, and recommissioning. Common practice when commissioning an existing
building emphasizes bringing the building operation into compliance with design intent. However,
changes occur in most buildings as time passes so the operation of an existing building which is
commissioned will generally differ from the original design intent. Some practitioners started using the
term “recommissioning” to distinguish between the commissioning of new buildings and existing build-
ings, but this has met some resistance since it implies that the building was originally commissioned,
which is seldom the case. The term “retro-commissioning” is used by many to indicate that commis-
sioning was performed as a “retrofit” to an existing building.

“Continuous commissioning” (CC) is a term applied to the commissioning process developed by a
group of researchers at the Energy Systems Laboratory at Texas A&M University. The continuous com-
missioning process assumes that building use and operation are sufficiently different from the original
design intent; therefore, a new optimum operating strategy should be regularly identified and imple-
mented. This process uses advanced approaches to optimize the HVAC system operation to meet the
current needs of the building. An additional feature of the CC process is ongoing follow-up after the
initial CC activities to maintain and continuously improve the facility operation. The CC process will
be the commissioning process for existing buildings which is described in this chapter.

Benefits of Commissioning Existing Buildings

The specific benefits of commissioning existing buildings can be summarized as follows:

1. Identifies and solves system operating, control, and maintenance problems.
2. Provides cost savings that rapidly pay back the commissioning cost.
3. Normally provides a healthier, more comfortable, and productive working environment for occupants.
4. Optimizes the efficiency of the energy-using equipment subject to the comfort requirements of

the building.
5. Reduces maintenance costs and premature equipment failure.
6. Provides better building documentation which expedites troubleshooting.
7. Provides training to operating staff, increasing skill levels.
8. Provides the basis for accurate retrofit recommendations to upgrade the facility.

Commissioning of existing buildings is very attractive economically, even if the only benefit considered
is energy savings. Gregerson (1997) presented results from commissioning 44 existing buildings that
showed simple paybacks which ranged from 0.1 years to 4.2 years, with 28 having a payback of less than
one year, 12 between 1.0 and 2.0 years, and only 4 with a payback longer than 2.0 years. The buildings
in this study were generally large buildings, with the smallest having 48,000 square feet, and only 12 were
less than 100,000 square feet. Energy use in these buildings was reduced by 2% to 49% with an average
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reduction of 17.5%. The cost of commissioning was quite evenly distributed over the range from
$0.03/square feet to $0.43/square feet with 11 buildings less than $0.10/square feet and 9 at more than
$0.30/square feet.

Evaluating an Existing Building for Commissioning

The most effective way to evaluate the commissioning potential of an existing building is to conduct a
commissioning screening survey of the building. The following characteristics typically indicate a building
with high commissioning potential:

1. A significant level of comfort complaints. The systems in buildings that do not produce uniform
comfort have generally been adjusted in ways that reduce efficiency in attempts to deal with the
comfort complaints.

2. A high level of energy use for the building type. A building which uses more energy than similar
buildings with comparable use patterns is generally a prime candidate to benefit from commissioning.

3. Indoor air quality problems. Buildings that experience complaints about indoor air quality often
have HVAC systems adjusted in ways that may or may not resolve the IAQ problem, but that
compromise effective and efficient operation.

4. Buildings with energy management and control systems (EMCS). The EMCSs installed in buildings
are rarely used to the full extent of their capabilities. This may be due to one or more of the
following: (a) failure of the operating staff to fully understand the system, (b) failure of the control
contractor to adequately understand the HVAC system in the building, and/or (c) poor design
specification from the mechanical engineers.

The presence of one or more of these characteristics, coupled with any other known operating prob-
lems, is normally good justification for performing a screening study for the commissioning potential of
a building. A commissioning screening will generally cost approximately $0.01–$0.03/square foot for
medium to large facilities.

The Process of Commissioning Existing Buildings

The process of commissioning an existing building can be viewed in terms of four phases: planning,
investigation, implementation, and follow-up phases as shown in Table 7.1.2. The planning phase
commissioning activities most closely parallel those during the conceptual or predesign phase for a
new building. Some activities during the investigation phase overlap with the construction phase, while
others overlap with the acceptance phase for a new building. Implementation phase activities generally
parallel some of those in the acceptance phase for a new building, and the hand-off parallels the post-
acceptance phase.

Planning Phase
The first step in planning the commissioning of an existing building is to evaluate the need for commis-
sioning. The operating staff may be aware of problems in the building that have never been properly
resolved due to time constraints or other factors. There may also be a strong sense that commissioning
or tune-up of the building is likely to provide significant benefits. This should generally be followed by
a screening visit by one or more experienced providers of commissioning services. This will typically
require a few hours to a few days (depending on the size of the facility) to examine the systems and
operating practices of a large building, examine selected EMCS settings, and make selective system
measurements. Examination of available building documentation and analysis of historical utility data
are normally part of the screening visit. After consultation with the facility staff, a commissioning proposal
tailored to the needs of the building should be provided. The proposal includes a price, services to be
provided, and specific benefits to be expected.

Investigation Phase
The investigation phase should begin with meetings with the facility manager and any members of the
facility operating staff who have been assigned to be part of the commissioning team. They will review
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building operating practices, special client needs, and all known operating problems in the building. It
may be necessary at this point to search for or develop additional documentation — for example, obtain
manufacturer information specifications for chillers, AHUs, or other equipment. A request may be sent
to the utility for 15-minute electrical data if it is recorded, but not routinely provided. A plan should be
developed for verification of the results of the commissioning effort and additional instrumentation
should be installed if needed. The commissioning provider must determine the diagnostic and functional
tests needed, and then execute them with participation and assistance of the building operating staff.
These tests will typically consist of some combination of setting up trend logs on the EMCS, a series of
spot measurements on the building systems, and/or installation of temporary portable loggers to record
critical system parameters for a day or more.

The results of these tests will be analyzed and a list of operating changes, equipment maintenance,
and possibly equipment retrofit recommendations will be generated. This list should include the expected
comfort improvements and/or operating savings that will result from these changes. The list may also
include items that were evaluated, but that do not appear to be cost effective or offer significant comfort
and other benefits.

Implementation Phase
The recommendations will be discussed with the operating staff or an owner’s representative who will
decide which recommendations will be implemented. Implementation may be handled by the building

TABLE 7.1.2 Process Comparison for Commissioning Existing Buildings and New Buildings

Existing Buildings New Construction

1. Planning phase
(a) Determine need for commissioning.
(b) Review available documentation and obtain historical 

utility data.
(c) Conduct commissioning screening study.
(d) Hire commissioning provider.
(e) Develop commissioning plan.

1. Conception or predesign phase
(a) Develop commissioning objectives.
(b) Hire commissioning provider.
(c) Develop design phase commissioning requirements.
(d) Choose the design team.

No design phase activities

2. Design phase
(a) Do a commissioning review of design intent.
(b) Write commissioning specifications for bid documents.
(c) Award job to contractor.
(d) Develop commissioning plan.

2. Investigation phase
(a) Obtain and develop missing documentation.
(b) Develop and implement M&V plan.
(c) Develop and execute diagnostic monitoring and test 

plans.
(d) Develop and execute functional test plans.
(e) Analyze results.
(f) Develop master list of deficiencies and improvements.
(g) Develop optimized operating plan for implementation.

3. Construction/installation phase
(a) Gather and review documentation.
(b) Hold commissioning scoping meeting and finalize plan.
(c) Develop pretest checklists.
(d) Start up equipment or perform pretest checklists to 

ensure readiness for functional testing during 
acceptance.

3. Implementation phase
(a) Implement repairs and improvements.
(b) Retest and monitor for results.
(c) Fine-tune improvements if needed.
(d) Determine short-term energy savings.

4. Acceptance phase
(a) Execute functional test and diagnostics.
(b) Fix deficiencies.
(c) Retest and monitor as needed.
(d) Verify operator training.
(e) Review O&M manuals.
(f) Have building accepted by owner.

4. Project hand-off/integration phase
(a) Prepare and submit final report.
(b) Document savings.
(c) Provide ongoing services.

5. Post-acceptance phase
(a) Prepare and submit final report.
(b) Perform deferred tests (if needed).
(c) Develop recommissioning plan/schedule.

Source: Modified from Haasl and Sharp, 1999.
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staff, the commissioning provider, or a third party, depending on the skills and preferences of the owner.
It is desirable to use EMCS data, or other data collected on an hourly basis, to verify the impact of the
changes in the first days following implementation. This often provides near-term positive feedback to
the operating staff on the impact of the changes. It can also give rapid feedback to the provider if the
changes are not as effective as anticipated, and provide the basis for further fine tuning. The short-term
savings determined from monitored data can then be used for comparison with the original savings
estimates, and revisions can be made as necessary.

Project Follow-up/Integration Phase
Report: At this point, a final report on the commissioning effort is prepared and delivered to the owner.
This report should provide a clear explanation of the optimum operating strategy which has been
implemented in a concise format useful for the operators.

Document savings: The savings should be documented with the measured hourly data or utility bills. The
savings analysis will consider the impacts of weather variation, usage schedules, and occupancy changes.
The savings should be documented as soon as possible after the procedures are implemented. Monthly
or quarterly reports are desirable.

Provide ongoing services: After completing the initial commissioning process, the commission engineers
should provide assistance whenever the building operating staff needs it. This assistance is often needed
when there is a change in occupancy, equipment, or schedule. It is a good “rule of thumb” for the
operating staff to seek input from the commissioning engineers any time they are ready to revert to earlier
practices to resolve an occupant complaint or component malfunction.

7.1.4 Continuous Commissioning Guidelines

Continuous commissioning (CC) guidelines should define the objectives of the commissioning process
and provide procedures a checklist to follow, and documentation requirements. The commissioning team
should follow the guideline to provide quality services. An abbreviated set of example guidelines is
provided next using air handlers as an example.

Sample CC Guidelines for AHU Commissioning

These guidelines include the following sections: objectives, common AHU problems, AHU information
requirements, CC procedures, and CC documentation.

Objectives
Optimize the deck and static pressure reset schedules to maintain room comfort conditions; improve
electrical and mechanical equipment operation; minimize the fan power, chilled water, and hot water
consumption.

Common AHU Problems

1. Inefficient deck and static pressure reset schedules
2. Inability to maintain room comfort (temperature and/or RH)
3. VFD and valve hunting
4. Low differential temperature across the coils
5. Inability to maintain the deck setpoints
6. Too much cold and hot air leakage through dampers in the terminal boxes

AHU Information Requirements

1. Sketch a single line diagram for each AHU (fill in standard forms)
2. Fan: hp, type (VFD, inlet guide vane, eddy switch, or other)
3. VFD: type, hp, brand, working condition (% speed, hunting)
4. Automatic valve description: type (normally open or closed), range (3–8 psi or 0–13 psi), working

condition, and control (by EMCS or stand alone controller, DDC or pneumatic)
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5. Coil data: inlet and outlet temperature (design and measured) and differential pressure
6. Damper data: working condition (adjustable or not), actuator condition
7. Temperature sensors: EMCS readings and hand meter readings
8. Controller condition: working or disabled
9. Air flow: note setting for outside air flow, return air flow, maximum total flow, and minimum

total flow
10. Condition of system air flows: measure temperature and CO2 level for outside air, return air, and

supply air
11. Control sequence: determine cold and hot deck setpoints, economizer control sequence, and static

pressure control sequence

CC Procedures
Step 1: Commission temperature and pressure sensors.

Use a hand meter to verify accuracy of discharge air temperature sensors and differential
pressure sensors. Make sure the readings from the EMCS or the control system agree with the
field measurements. If the control system readings do not agree with the hand meter readings,
repair or replacement should be performed. If a systematic bias exists, a software correction
may be used but is not recommended.

Step 2: Determine the optimal static pressure for a VAV system.
Modulate the variable flow device, such as the VFD, eddy switch, or the inlet guide vane, to
maintain the minimum static pressure level at preselected terminal boxes. Record the static
pressure in the main duct as read by the control system. This pressure should be the setpoint
for the current load condition.

Step 3: Test the optimal static pressure setpoint.
If the optimal setpoint is very different from the existing setpoint, reset the static pressure to
the optimal level and wait for a while to see if any problems occur. If comfort problems occur
in another area, correct the problem at the local level.

Step 4: Determine the cold and hot deck setpoints under the current conditions.
Field testing method: the optimal cold and hot deck setpoints can be determined by following
an engineering procedure developed by the ESL.
Analytical method: both optimal hot and cold deck reset schedules can be determined by model
simulation using AirModel.

Step 5: Determine the cold and hot deck reset schedules.
Step 6: Determine the outside air intake. Measure outside air, return air, and total supply air flow rates.

Measure return air CO2 levels. If the outside air intake is lower than the design value and the
return air CO2 level is lower than 800 ppm when the building is occupied, no minimum outside
air increase is suggested. However, a spot check is suggested for the CO2 levels in individual
rooms. If the outside air intake is higher than the design value and the CO2 levels are lower
than 800 ppm, the minimum outside air flow should be adjusted based on the current standard.
Make sure that the CO2 level in the return air is not higher than 800 ppm when the building
is occupied. Inspect damper actuators.

Step 7: Select a control sequence. Locate each sensor position and draw a schematic diagram. Draw a
block diagram of the AHUs and control systems. Select a control sequence. This step is strongly
system dependent. Commissioning engineers should be able to perform the task independently.
Summarize the current control sequence and the proposed control sequence.

Step 8: Implement the optimal reset schedule. Inspect valve and VFD operation and trend data with
a time interval of 10 sec. If any valve or VFD is hunting, PID fine tuning should be performed
first. Change the control program and trending control parameters. Compare the setpoint and
the measured data. If there are any problems, troubleshooting should be performed immedi-
ately.



                      
CC Documentation
In addition to the physical characteristics and operational parameters noted in the Documentation
Guidelines, the following information must be recorded when an AHU is commissioned:

1. Pre-CC and post-CC reset schedules
2. Repair list
3. Suggestions
4. Operational procedures

CC Guidelines for Water Loop Commissioning

These guidelines include the following sections: objectives, common waterside problems, water loop
information requirements, CC procedures, and CC documentation.

Objectives
Identify optimal pump operating points or control schedules to (a) supply adequate water to each coil,
(b) minimize pump energy consumption, and (c) maintain optimal differential temperature.

Common Waterside Problems

1. Coexistence of over-flow and under-flow
2. Low differential temperature for the whole building loop
3. Lack of flow in some coils
4. Poor automatic valve control performance due to high pressure
5. Over-pressurization of building loop
6. VFD hunting

Water Loop Information Requirements

1. Water loop riser diagram: differential pressure sensor position, temperature sensor position, auto-
matic valve position, building bypass, coil bypass

2. Pump: single line diagram of pump and pipe line connections, hp, VFD, differential pressure
across pump

3. VFD: operating conditions (working, manual, bypassed, damaged), % of speed or Hz, control logic
4. Automatic valves: operating condition (working, bypassed), type (normally open or closed),

operating range, location, function, and position
5. Control: loop control logic, differential pressure reset schedule, return temperature reset schedule,

automatic control valve control schedule
6. Water conditions: building supply and return temperature, coil supply and return temperature,

differential pressure across building and each coil

CC Procedures
Step 1: Valve commissioning. Connect all valves to the control system or controllers. Troubleshoot

malfunctioning controllers or control system. Fine tune PID gains to eliminate hunting.
Step 2: Verify valve working conditions. Measure air discharge temperature. If the discharge air tem-

perature setpoint is maintained, the valves are working. If the discharge air temperature cannot
be maintained in more than half of the coils, repeat step 1.

Step 3: Reset balance valves to adjust differential pressure to a correct level.
Step 4: Determine the minimum differential pressure under current conditions.
Step 5: Determine the reset schedules. Measure the building water return and supply temperatures

and flow rate under the optimal differential pressure. The building energy consumption can
be determined from the measured data. Determine the maximum load on the building and
the differential temperature under the maximum load condition.
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If a VFD is installed, the maximum differential pressure is then determined by the following
formula:

The ∆Pmax is the maximum differential pressure setpoint at the maximum load, Qmax is the
maximum load, ∆Tmax is the differential temperature under the maximum load conditions,
and ∆Tcurrent is the differential temperature under the current load conditions. When there is
no VFD in the loop, determine the minimum differential pressure; it is the same as the
maximum pressure if a building bypass is used.

If there is no building bypass and VFD, the maximum differential pressure can be determined
by the above equation.

Step 6: Implement the reset schedule. When a VFD exists, correlate the differential pressure with the
outside air temperature. A linear equation is suggested. Program it into the controller. When
neither VFD nor building bypass exist, modulate the balance valve in the main line to maintain
the differential pressure at the maximum value. The impact of the main loop pressure variation
can be considered by adding a possible drop to the maximum setpoint.
When a building bypass exists without VFD, the minimum differential pressure should be
maintained. Note that the main loop impact on the building loop can be considered by adding
a possible drop to the minimum setpoint.

CC Documentation
The following information should be documented:

1. Pre-CC control and post-CC control sequence
2. Valve and VFD performance
3. Energy performance
4. Operation procedures
5. Problem and repair lists
6. Other suggestions

CC Case Study — Texas Capitol Extension Building

The Texas Capitol Extension Building was built in 1992 as an energy-efficient building intended to surpass
the performance of other buildings in the complex. It is located next to the State Capitol and is entirely
below grade to preserve open space around the Capitol. The two upper floors are built around a covered
atrium and House legislative offices and hearing rooms. Two lower floors are a parking garage. Total
floor area is 55,100 m2, while the conditioned area (the two upper floors) is 33,500 m2.

The building receives both chilled water and steam from a central plant. Three secondary chilled water
pumps (50 hp each) are used to circulate chilled water in the building. Heat exchangers are used to
convert steam to hot water. Three hot water pumps circulate hot water to provide heating for the building.

Twenty-one dual duct VAV systems (DDVAV) are used to condition the office area. Eight single duct
VAV systems (SDVAV) are used to condition 16 hearing rooms. Twelve single duct constant volume
systems (SDCV) serve the central court area, one auditorium, and a pump room. Five constant volume
units serve the kitchen and dining area. Outside air is pretreated by four variable volume units (OAHU-
VFD) and supplied to each mechanical room. Four supply fans and four exhaust fans serve the two-story
parking garage. A total of fifty AHUs and eight fans serve the building.

The modern DDC energy management and control system (EMCS) is used to control the operation of
HVAC systems. When commissioning was begun, it was found that the EMCS was being used to implement:

∆Pmax ∆Pcurrent

Qmax ∆Tcurrent×
Qcurrent ∆Tmax×
------------------------------------ 

 
2

=
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1. Hot water supply temperature reset
2. Chilled water and hot water pump lead-lag sequence control
3. Static pressure control for AHUs
4. Cold deck reset for SDVAV
5. Cold deck reset and hot deck control for DDVAV systems

The measured energy consumption before CC was 8,798,275 kWh/yr ($306,444) for electricity;
54,007 MMBtu/yr ($175,524) for chilled water; and 14,931 MMBtu/yr ($57,340) for hot water. The energy
cost index was $1.5/ft2/yr based on conditioned floor area or $0.91/ft2/yr based on gross area. The building
was operated 24 hours a day and seven days a week.

The building was controlled at a satisfactory level except that the hearing rooms needed to be over-
cooled before a meeting. Discomfort occurred when an unexpected meeting was scheduled at the last
minute, leaving no time for the operating staff to react. To solve this problem, the room temperature
was kept at 19°C to 21°C during unoccupied hours. However, when the hearing room was packed with
people, the AHU could not cool the room satisfactorily. The problem persisted despite repeated attempts
to deal with it.

CC Measures Implemented
The CC effort led to implementation of the following changes in the operation of this relatively new and
efficient building:

1. Set back VFD static pressure. To maintain comfort conditions while minimizing energy consump-
tion, the static pressure and minimum VFD speed were reduced to about half their normal values
during the nominally unoccupied hours.

2. Change control to maintain hearing room comfort. Hearing rooms were being maintained at 66°F
to 69°F during unoccupied hours, and the operators frequently changed the room temperature
setpoint in an attempt to maintain room comfort conditions. Even so, room temperatures some-
times reached uncomfortably high levels when the rooms were packed with people. This was
determined to be the result of inadequate cooling energy to the hearing rooms.

After a detailed analysis, it was proposed that cooling energy to the room should be increased
under full load conditions, while using the terminal box damper position to reset the static pressure
and the cold deck temperature to maintain comfort and reduce energy use at part-load levels. The
post-commissioning schedules provide more cooling energy to a room than the old schedules
under maximum load conditions; they lower the static pressure and increase the cold deck tem-
perature to reduce energy consumption as soon as the load decreases.

The control schedule was first tested in one AHU and then implemented in all 8 SDVAVs. After
these schedules were implemented, the complaints disappeared and room temperature was main-
tained in a range of 21°C to 22°C.

3. Optimize the dual duct VAV system reset schedules. Twenty-one dual duct VFD AHUs with VAV
boxes condition all the offices which comprise 60% of the conditioned area in the building. The
hot deck temperature set point was originally 27°C year-round. The cold deck temperature setpoint
varied from 13°C to 18°C using a standard algorithm from the control company.

After a field inspection, it was proposed that both cold and hot deck temperatures be reset based
on the highest and lowest supply air temperatures required at the time in any zone. These schedules
set the cold deck temperature to 13°C if the minimum supply temperature (Tsupmin) needed by any
zone is less than or equal to 13°C, to Tsupmin if between 13°C and 18°C, and hold it at 18°C when
Tsupmin goes above 18°C. A similar schedule is used for the hot deck. The proposed schedules were
tested first in one AHU, then were implemented in all 21 AHUs within a month.

Since implementing these schedules, the hot deck temperatures have varied from 21°C to 24°C.
There has been almost no heating consumption.
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4. Separate hot water control loops and reset supply temperature. The Capitol building (CPB) and the
Capitol extension (CPX) building have used the same hot water supply temperature control loop
since the CPX Building was built. The CPB is an above-ground building with a lot of exterior surface,
and the CPX is an underground building with very little surface exposed to ambient conditions. The
outside air conditions play an important role in the CPB heating load but have little influence on
loads in the CPX building. If hot water supply temperature satisfies the CPB, the consumption of
steam for the CPX will increase when outside air temperature decreases.

In order to satisfy the requirements of the CPB without increasing steam consumption for the
CPX building, the following recommendations were implemented:
a. Provide separate control of hot water supply temperature for the CPB and CPX.
b. Lower hot water supply temperature from the range 27°C–38°C to the range 27°C–32°C.

5. Shut down the AHUs that serve the central court area at night. Eight single duct constant volume
AHUs (SDCV) serve the central court area which is about 10% of the conditioned area of the
building. Very few occupants are in the central court area at night, especially when the legislature
is not in session. The eight SDCVs were shut down at night during nonsession periods. It was
found that the space temperature in the central court area increased by about 2°F. The cooling
and electricity consumption were reduced at night as expected.

6. Implement delta-T control for the chilled water loop bypass valve. Three constant volume chilled
water pumps supply the chilled water to the AHUs. The control sequence keeps only one pump
on-line most of the time. There is one bypass line with a bypass valve in parallel with the pumps.
The chilled water flow typically ranged from 900 gpm to about 1150 gpm with a 2°C to 5.5°C
building temperature differential. This caused some chilled water leakage through the coil valves
and sometimes resulted in loss of control. ∆T control with a ∆T of 6.7°C was implemented instead
of ∆P control. The chilled water flow was reduced to the range of 750 gpm to 1000 gpm. ∆T was
maintained between 6.1°C and 6.7°C.

7. Shut off steam during the summer. Steam was provided from the central plant continuously. On
June 25, 1996, the steam to the heat exchanger was shut off. The measured hot water consumption
data showed that this measure reduced hot water consumption by up to 1 MMBtu/hr on days
when the daily average temperature was above 24°C.

8. Optimize outside air intake. Four AHUs equipped with VFDs supply about 0.2 CFM/square foot
of outside air to the building following the design specifications. The CO2 levels in the building
were measured in several rooms and ranged from 400 ppm to 550 ppm. This indicated that more
outside air was being supplied to the building during nonsession periods than necessary, with a
corresponding energy cost. On July 1, 1996, the speeds of the four AHUs were reduced by about
50% for nonsession periods. The CO2 level generally increased to 550 ppm to 750 ppm with an
average of 650 ppm. The maximum CO2 level was found in a fully occupied hearing room where
it was 950 ppm. The reduced outside air flows again reduced the electricity, the cooling, and the
heating consumption.

Project Duration, Cost, and Savings
The project started in July 1995, and initial commissioning ended on July 1, 1996. During this 12-month
period, the commissioning engineer’s effort spanned over 5 months, and the measured savings were
about $100,000.

The building had meters installed to measure hourly whole building electricity, chilled water con-
sumption, and hot water consumption. The initial cost of these meter installations was approximately
$15,000. The costs of the metering and savings analysis were about $8,000 for two years. The costs were
paid back before the completion of the project.

Figure 7.1.3 compares the measured chilled water and hot water consumption for both the pre-CC
and the post-CC period. The implementation of CC measures has significantly reduced the heating and
cooling energy consumption.
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The measured savings reached $102,700 during the first 8.5 months following completion of the
commissioning. This corresponds to an annualized savings rate of 27%, or $144,700 relative to 1994. 

7.1.5 Monitoring, Verification, and Commissioning

The need to analyze the energy performance of commercial buildings, to measure savings from energy
efficiency retrofits, and to provide information for use in commissioning activities has increased dramat-
ically in recent years. Energy Service Companies (ESCOs) are providing capital retrofits to save energy,
with billions of dollars in contract volume. Many of these contracts guarantee a certain level of operating
savings, with provision for rebates or penalties for savings not realized. This makes the determination of
the savings resulting from these projects a very serious concern for ESCOs and building owners alike.
The U.S. Department of Energy (DOE) began developing interim protocols in 1995 which led to the
North American Energy Measurement and Verification Protocol, and the International Performance Mea-
surement and Verification Protocol for measuring savings in contracts between ESCOs and building
owners. ASHRAE is currently developing Guideline 14 for this purpose.

FIGURE 7.1.3 Comparison of chilled water and hot water consumption for the pre-CC and post-CC period.
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Importance of M&V for Commissioning

Monitoring and Verification (M&V) of energy savings for energy efficiency retrofits is growing rapidly.
The major impetus for growth has been the tremendous increase in volume of energy service company
business where large financial payments hinge on the determination of energy savings in specific build-
ings. However, a major factor in the willingness of many building owners to commission, particularly in
existing buildings, is the expectation that the project will produce energy savings that will at least pay
for the cost of the commissioning. A plot clearly showing that cooling costs for a building dropped by
30% following a commissioning project can quickly convince an owner of the value of the project.
Likewise, plots which show a facility operator that changing a cold deck setpoint resulted in savings of
$10/hour (nearly $90,000 per year in a continuously operated facility), can enlist his enthusiastic support
for a commissioning program.

The second major application of measured energy use data is its use as a tool for diagnosis of building
operating problems. Both of these applications are described below.

M&V Methods

What is needed to determine savings for a commissioning project? Early energy savings projects were
typically evaluated by simple comparison of utility bills before and after measures were implemented.
This works fine when the savings from the measures implemented result in obvious large savings.
However, savings from commissioning efforts are probably most often in the range of 5%–20%, and at
this level, there are many factors that can obscure the savings. This requires employing more sophisticated
M&V methods that can normalize for changes in occupancy, schedule, and weather. Over the last five
years, two major efforts have been implemented to develop standard methods for savings determination.
The DOE initiated an effort which has since involved dozens of domestic and international organizations
and resulted in publication of the International Performance Measurement and Verification Protocol
(IPMVP, 1997). ASHRAE is currently developing a guideline for savings measurement through the
ASHRAE consensus process (not completed at press time).

The process for determining savings as adopted in the IPMVP defines:

Energy Savings = Baseline Energy Use – Post-Installation Energy Use

where the baseline energy use is determined from a model of the building operation before the retrofit
(or commissioning) which uses post-installation operating conditions (e.g., weather, occupancy, etc.).
Post-installation energy use is simply the measured energy use, but it may be determined from a model,
though we would seldom recommend this approach.

The IPMVP includes four different M&V techniques or options. These options may be summarized
as Option A: stipulated savings, Option B: measurement at the system or device level, Option C: mea-
surement at the whole building or facility level, and Option D: determination from calibrated simulation.
Each option is described in more detail next.

Option A
This option focuses on a physical determination of equipment changes to ensure that the installation
meets contract specifications. It determines savings by measuring the capacity or the efficiency of a system
before and after retrofit, and then multiplies the difference by an agreed upon or “stipulated” factor such
as the hours of operation, or the load on the system. Key performance factors (e.g., lighting wattage) are
determined with spot or short-term measurements and operational factors (e.g., lighting operating hours)
are stipulated based on historical data or spot measurement. Performance factors are measured or checked
yearly. The accuracy of this method is generally inversely proportional to the complexity of the measures
being evaluated. As such, it may be quite suitable for lighting retrofits, or replacement of motors operated
at constant load with high efficiency motors. However, it is not suitable for the more complex changes
typically implemented in the process of commissioning an existing building or applying the continuous
commissioning process.
© 2001 by CRC Press LLC



Option B
This option normally determines savings by continuous measurements taken throughout the project
term at the device or system level. Individual loads or end uses are monitored continuously to determine
performance and the long-term persistence of the measures installed. The data collected can be used to
improve or optimize the system operation, and as such is particularly valuable for continuous commis-
sioning projects. This option includes procedures for verifying that the proper equipment or systems
were installed and that proper operating procedures have been implemented. Since measurements are
taken throughout the project term, the savings determination is normally more accurate than with Option
A, but cost is higher.

Option C
Option C determines savings by analysis of “whole building” or facility level data measured during the
baseline period and the post-installation period. This option is required when it is desired to measure
interaction effects, for example, the impact of a lighting retrofit on the cooling consumption as well as
savings in lighting energy. The data used may be utility data, or sub-metered data, and may be recorded
at monthly or shorter intervals.

Option C requires that installation of the proper systems/equipment and proper operating practices
are confirmed. It determines savings from metered data taken throughout the project term. The major
limitation in the use of Option C for savings determination is that the size of the savings must be larger
than the error in the baseline model. The major challenge is accounting for changes other than those
associated with the ECMs or commissioning changes implemented.

The following points should be carefully considered when using Option C, especially when using utility
billing data. Many of these points are applicable to Option B as well.

1. All explanatory variables that affect energy consumption as well as possible interactive terms
(i.e., combination of variables) need to be specified, whether or not they are accounted for in
the model. Critical variables can include weather, occupancy patterns, setpoints, and operating
schedules.

2. Independent variable data need to correspond to the time periods of the billing meter reading
dates and intervals.

3. If the energy savings model discussed above incorporates weather in the form of heating degree-
days and cooling degree-days, the following issues should be considered:

(a) Use of the building “temperature balance point” for defining degree-days vs. an arbitrary
degree-day temperature base.

(b) The relationship between temperature and energy use tends to vary depending upon the time
of year. For example, an ambient temperature of 55°F in January has a different implication
for energy usage than the same temperature in August. Thus, season should be addressed in
the model.

(c) The nonlinear response to weather. For example, a 10°F change in temperature results in a
very different energy use impact if that change is from 75°F to 85°F, rather than 35°F to 45°F.

(d) Matching degree-day data with billing start and end dates.
4. The criteria used for identifying and eliminating outliers need to be documented. Outliers are

data beyond the expected range of values (or 2–3 standard deviation away from the average of the
data). Outliers should be defined using common sense as well as common statistical practice.

5. Statistical validity of the final regression model needs to be demonstrated. Validation checks make
sure:

(a) The model makes intuitive sense, e.g., the explanatory variables are reasonable and the coefficients
have the expected sign (positive or negative) and are within an expected range (magnitude).

(b) Modeled data is representative of the population.
(c) Model form conforms to standard statistical practice.
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(d) The number of coefficients is appropriate for the number of observations (approximately no
more than one explanatory variable for every five data observations).

(e) All model data is thoroughly documented, and model limits (range of independent variables
for which the model is valid) are specified. (IPMVP, 1997.)

Accurate determination of savings using Option C normally requires 12 months of continuous data
before a retrofit and continuous data after a retrofit. However, for commissioning applications, a shorter
period of data during which daily average ambient conditions cover a large fraction of normal yearly
variation is generally adequate.

Option D
Savings are determined through simulation of the facility components and/or the whole facility. The
most powerful application of this approach calibrates a simulation model to baseline consumption data.
For commissioning applications, it is recommended that calibration be to daily or hourly data. This type
of calibration may be done most rapidly if simulated data is compared to measured data as a function
of ambient temperature. 

Just as for the other options, the implementation of proper operating practices should be confirmed.
It is particularly important that personnel experienced in the use of the particular simulation tool conduct
the analysis. The simulation analysis needs to be well documented, with electronic and hard copies of
the input and output decks preserved.

Measurement Channels
The minimum number of measurement channels recommended for evaluation of a commissioning
project will be the number needed to separate heating, cooling, and other electric uses. The actual number
of channels will vary, depending on whether pulses are taken from utility meters, or if two or three
current transformers are installed to measure the three-phase power going into a chiller. Other channels
may be added, depending on the specific measures being evaluated.

Use of M&V Data for Diagnostics

Most whole-building diagnostic procedures can be split into two major categories: examination of time
series data, and use of physical or empirical models in the analysis of whole-building data streams.

Diagnostics with Time Series Data — the simplest form of diagnostics with whole-building data is
manual or automated examination of the data to determine whether prescribed operational schedules
are followed. The normal minimum set of whole-building data required for diagnostics are separate
channels for heating, cooling, and other electrical uses. With these data streams, it is possible to identify
probable opportunities for HVAC system shut-offs, excessive lighting operation, etc.

Shut-Off Opportunities — this is often the most intuitive of all diagnostic procedures. However, the
use of whole-building data, even with heating and cooling removed, can cause some confusion since
nighttime electric use in many buildings is 30%–70% of daytime use. If nighttime and weekend use
seems high, then the connected load must be investigated to determine whether observed consumption
patterns correspond to reasonable operating practices. Our experience indicates that while many, if not
most, opportunities for equipment shut-off by an EMCS or other system-level action may have been
already implemented, time series data analysis can still find opportunities in 10%–20% of buildings.

While these opportunities can be observed using plots that show several days of hourly data, it is often
helpful to superimpose several days or weeks of hourly data on a single 24-hour plot to observe typical
operating hours and the frequency of variations from the typical schedule.

Operating Anomalies — a slightly different category of opportunities can be identified using the same
techniques. Mistakes in implementing changes in thermostat setup/setback schedules sometimes result in
short-time simultaneous heating and cooling which show up as large spikes in consumption lasting only
an hour or two. Time series plots of motor control centers often show that VAV systems seldom operate
above their minimum box settings — and hence are essentially operating CAV systems. Comparisons
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between typical weather-independent operating profiles from one year to the next will often reveal “creep”
in consumption which is often due to addition of new computers or other office equipment.

Blink Tests — a valuable way in which whole-building data can be used to identify the size of various
equipment loads such as switchable connected lighting load, AHU consumption, etc., is the use of a
short-term “blink test” such as that described in the example of the state office building discussed earlier. 

Diagnostics with Models and Data
The description of the process used to diagnose opportunities for improved operation at the BSB building
made heavy use of a physical simulation model. Calibration of simulation models has been regarded as
time consuming making it appropriate only for research projects. However, this approach has been
systematized by the authors using a series of energy “signatures” which have enabled the performance
of calibrated simulation as a classroom assignment. Signatures have been developed for constant volume
dual-duct AHUs, dual-duct VAV systems, single-duct CAV systems, and single-duct VAV systems.

These model-based approaches can readily be used in conjunction with limited field measurements
to diagnose and determine the potential savings from correcting a large variety of systems problems
which include:

• VAV behavior as CAV systems

• Simultaneous heating and cooling

• Excess supply air

• Excess OA

• Sub-optimal cold deck schedule

• Sub-optimal hot deck schedule

• High duct static pressure

• Others

Conclusions

Whole-building data for heating, cooling, and non-weather dependent electricity consumption can be
used to identify a range of shut-off opportunities, scheduling changes, and operating anomalies due to
improper control settings and other factors. It can also be used in conjunction with appropriate simulation
tools and energy signatures to identify an entire range of nonoptimum system operating parameters. It
is then very straightforward to reliably predict the energy savings which will be realized from correcting
these problems.

It should be recognized that the systems diagnostics available from whole-building data and modeling
are indications of probable cause. Additional field measurements are generally needed to confirm the
probable cause.

References

ASHRAE, 1996, ASHRAE Guideline 1-1996: The HVAC Commissioning Process, American Society of
Heating, Refrigerating and Air-Conditioning Engineers, Inc., Atlanta, GA.

Claridge, D.E., Liu, M., Turner, W.D., Zhu, Y., Abbas, M., and Haberl, J.S., Energy and Comfort Benefits
of Continuous Commissioning in Buildings, Proceedings of the International Conference Improving
Electricity Efficiency in Commercial Buildings, September 21–23, 1998, Amsterdam, The Nether-
lands, pp. 12.5.1–12.5.17.

Davenny, M., Doering, D., and McGuire, T., Case Study: Commissioning the Boeing Commercial Airplane
Group Headquarters Office Building, Proceedings of the 7th National Conference on Building
Commissioning, May 3–5, 1999, Portland, OR.

Haasl, T. and Sharp, T., A Practical Guide for Commissioning Existing Buildings, Portland Energy Conser-
vation, Inc., and Oak Ridge National Laboratory for U.S. DOE, ORNL/TM-1999/34, 1999.
© 2001 by CRC Press LLC



Haasl, T. and Wilkinson, R., Using Building Commissioning to Improve Performance in State Buildings,
Proceedings of the 11th Symposium on Improving Building Systems in Hot and Humid Climates, June
1–2, 1998, Fort Worth, TX, pp. 166–175.

IPMVP, 1997, International Performance Measurement and Verification Protocol, U.S. Department of
Energy, DOE/EE-0157.

Odom, J.D. and Parsons, S., The Evolution of Building Commissioning at Walt Disney World, 6th National
Conference on Building Commissioning, Lake Buena Vista, FL, May 18–20, 1998.

PECI, 1999, National Strategy for Building Commissioning, PECI, Inc., Portland, OR.

7.2 Building Systems Diagnostics and Predictive Maintenance

Srinivas Katipamula, Robert G. Pratt, and James Braun

There has been an increasing interest in the development of methods and tools for automated fault
detection and diagnostics (FDD) of building systems and components in the 1990s. This chapter will
describe the status of these methods and methodologies as applied to heating, ventilation, air condition-
ing, and refrigeration (HVAC&R) and building systems and present illustrative case studies.

Building Systems Diagnostics

Operation problems associated with degraded equipment, failed sensors, improper installation, poor
maintenance, and improperly implemented controls plague many commercial buildings. Today, most
problems with building systems are detected as a result of occupant complaints or alarms provided by
building automation systems (BASs). Building operators often respond by checking space temperatures
or adjusting thermostat settings or other setpoints. The root cause of an operation problem often goes
undiagnosed, so problems recur, and the operator responds again by making an adjustment. When the
operator diagnoses problems more carefully by inspecting equipment, controls, or control algorithms,
the process is time consuming and often based on rudimentary or incorrect physical reasoning and rules
of thumb built on personal experience. Often a properly operating automatic control is overridden or
turned off, when it appears to be the cause of a problem. Moreover, some “latent” problems do not
manifest themselves in conditions that directly affect occupants in obvious ways and, as a result, go
undetected — such as simultaneous heating and cooling. These undetected problems may affect energy
costs or indoor air quality.

Operating problems lead to inefficient operation (energy costs), a loss in cooling/heating capacity
(comfort), discomfort (loss of productivity and loss of tenants), and increased wear of components
(reliability). However, too much maintenance leads to excessive maintenance costs. Automated diagnos-
tics for building systems and equipment promise to help remedy these problems and improve building
operation by automatically and continuously detecting performance problems and maintenance require-
ments and bringing them to the attention of building operators. In addition, early diagnosis of equipment
problems using remote monitoring techniques can reduce the costs associated with repairs by improving
scheduling and reducing on-site labor time. Furthermore, as performance contracting for services
becomes more prevalent, the need for tools that ensure performance will increase.

Automation and data visualization are key elements of FDD systems. Because the building industry
is cost sensitive and lacks a sufficient number of well-trained building operators, fully automated tools
can help alleviate the problem. Data visualization is the key link between the building system and building
operators in fully automated systems. Clear data presentation will help the building operator avoid
scanning, sorting, and interpreting raw data, thus performing metrics, allowing time for correcting the
problems identified by the FDD system, and improving equipment performance and efficiency.
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Predictive Maintenance

Many buildings today use sophisticated BASs to manage a wide and varied range of building systems.
Although the capabilities of BASs have increased, many buildings still are improperly operated and
maintained. Lack of or improper commissioning, the inability of the building operators to grasp the
complex controls, and lack of proper maintenance are some of the reasons for improper operations. A
study of 60 commercial buildings found that more than half of them suffered from control problems. In
addition, 40% had problems with the HVAC&R equipment, and a third had sensors that were not
operating properly (PECI, 1997).

Effective maintenance extends equipment life, maintains comfort, improves equipment availability,
and results in fewer complaints from building occupants; whereas, poorly maintained equipment will
have a shorter life and will experience more frequent equipment failure, leading to low levels of
equipment availability and occupant dissatisfaction. If regularly scheduled maintenance practices are
adopted, they can be expensive. However, if there were a way to decide whether maintenance is required
for a particular piece of equipment, it would certainly cut down on the cost of maintenance. The art
of predicting when building systems need maintenance is generally referred to as predictive maintenance
or condition-based maintenance.

There are many similarities between the FDD and the predictive maintenance methods because both
require monitoring of building systems to detect abnormal conditions; therefore, a significant portion
of this chapter is devoted to building systems diagnostics.

In the following section, we define the scope for the entire chapter, provide definitions of terms used,
and present a generic overview of an FDD system.

7.2.1 Objectives and Scope

The primary objective of this chapter is to provide the HVAC&R engineer and researcher with a funda-
mental knowledge of (a) the methods and methodologies used in the detection and diagnosis of faults
in building systems and components, and (b) predictive maintenance. The chapter contains

• A description of a generic FDD system

• The benefits of automated FDD and predictive maintenance applications

• Results of a detailed review of the literature to identify the methods and the methodologies used

• A discussion on cost vs. benefits, and how to select methods for FDD

• Detailed description of the FDD application on a few building systems

• A brief description of the FDD tools that are currently being used in the field, and application of
the automated FDD methods to continuous commissioning of building systems

• Infrastructure requirements to deploy the automated FDD tools in the field

• The future of building systems diagnostics

Definition of Terms

Until recently most of the research and development in the areas of FDD have been limited to nuclear
power plants, aircraft, process plants, and the automobile industry. A survey of the FDD literature
indicates a lack of consistent terminology. Issermann and Ballé (1997) provide a set of definitions, used
in this chapter with minor modifications, as given below.

Cause: A primary reason or explanation of the current fault or problem in the system.
Error: A deviation between a measured or computed value (of an output variable) and the true (actual)

specified or theoretically correct value.
Disturbance: An uncontrolled (and possibly sometimes unknown) input acting on a system.
Failure: A permanent interruption of a system’s ability to perform a required function under specified

operating conditions.
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Fault or problem: A deviation of at least one characteristic property or parameter of the system from
the acceptable, usual, and/or standard state or condition.

Malfunction: An intermittent irregularity in a system’s ability to perform a desired function.
Perturbation: Input acting on a system, which results in a temporary departure from the current state.
Residual or error: A fault indicator, based on a deviation between measurements and model- or

equation-based computations.
Symptom: A deviation of an observable quantity from normal behavior.
Fault detection: Detection and time of detection of a fault or faults in the system.
Fault diagnosis: Determination of the kind, magnitude (size), location, time variant behavior, and time

of detection of a fault. Follows fault detection. Includes fault isolation and identification.
Fault isolation: Determination of the kind, location, and time of detection of a fault. This usually

follows fault detection.
Fault identification (evaluation): Determination of the magnitude (size) and time-variant behavior of

a fault. Follows fault isolation.
Monitoring: A continuous real-time task of determining the conditions of a physical system by record-

ing information, and recognizing and indicating anomalies in the behavior.
Supervision: Monitoring a physical system and taking appropriate actions to refine diagnoses and

maintain the operation in case of faults.
Protective or proactive control: Means by which a potentially dangerous behavior of the system is

suppressed or the consequences of a dangerous behavior are avoided or mitigated.
Commissioning: A systematic process by which proper installation and operation of building systems

and equipment are checked and adjusted when necessary to improve performance.
Analytical redundancy: Analytical redundancy implies that values computed analytically can be com-

pared with measured sensors, in contrast to physical redundancy where measurements from
multiple sensors are compared to each other.

7.2.2 An Introduction to the FDD Process

There are several different ways to represent an FDD process depending on the methods used and the
intended application. In this section, a generic FDD process that can be applied to many building systems
is described. A similar process has been used widely in both critical and noncritical systems (Issermann,
1984). There are many similarities between the FDD system and a predictive maintenance system. In the
next section, these similarities will be identified. The primary objective of an FDD system is early detection
of the fault and diagnosis of the causes before the entire system fails. It is accomplished by continuously
monitoring the operations of a system or process to detect, diagnose, evaluate, and respond to the faults
arising from abnormal conditions. Therefore, a typical FDD system can be viewed as having four distinct
functional processes, as shown in Figure 7.2.1. The first step in the FDD process is to monitor the building
systems or subsystems and detect any abnormal (problem) conditions. This step is generally referred to
as the fault detection phase. If an abnormal condition is detected, then the fault diagnosis process evaluates
the fault and diagnoses the cause of the abnormal condition. Following diagnosis, fault evaluation assesses
the size of the impact (energy and/or cost or availability of the plant) on system performance. Finally, a
decision is made on how to react to the fault. In most cases, detection of faults is relatively easier than
diagnosing the cause of the fault, or evaluating the size or impact arising from the fault.

Fault Detection

In the fault detection stage, the building system or component is continuously monitored and abnormal
conditions are detected. There are several methods by which faults can be detected including comparison
of the raw outputs that are directly measured from the components, or estimated characteristic quantities
based on the available measurements with the expected values. A fault is indicated if the comparison
residual (difference between actual value and expected value) exceeds a predefined threshold. The char-
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acteristic quantities are features that cannot be directly measured but can be computed from other
measured quantities, for example, the outdoor-air fraction for the air-handling unit (AHU) or the
coefficient of performance of an air conditioner. In addition to using the raw measured data and
characteristic quantities, detailed mathematical models are also widely used in estimating the expected
values (Gertler, 1988; Issermann, 1984) for comparison with the measured values accounting for data
uncertainties.

In most cases, a model of some kind is essential to detect a fault because most building systems are
dynamic in nature. For example, a characteristic quantity such as efficiency can be used to detect a fault
in an air conditioner. In the absence of a model, the efficiency calculated from the measured values is
compared to a fixed threshold. However, because the efficiency varies with the indoor and outdoor
conditions, the threshold will have to be at the minimum efficiency value associated with the normal
operation. With a model-based approach, the efficiency threshold can be dynamically calculated based
on the other measured inputs.

Several different types of models are used for detection including detailed physical models, empirical
models based on first principles, and black-box models. These models can be steady state, linear dynamic,
or nonlinear dynamic. A brief discussion of different models is provided later in the chapter.

Fault Diagnosis

At the fault diagnosis stage, the residuals and other data are analyzed, and the cause of the fault is
determined. Unlike fault detection, fault diagnosis is not a binary outcome (fault, no fault). A fault is
diagnosed as soon as it is detected for FDD implementations at the subsystem or the component level
with adequate measured data. Fault diagnosis is generally difficult when implemented at the system level,
with multiple components, for example, air conditioner, chiller, and air handler, or at the component
level with multiple subsystems. For example, if a fault with the air handler’s air filter is detected because
the pressured drop across the filter is excessive, the cause of the fault is a dirty or clogged filter. Therefore,
additional diagnosis is not necessary in this case. However, if a deviation of the efficiency of the air
conditioners is detected, a fault diagnosis is essential to isolate the actual cause because there is more
than one possible cause for the deviation. In some cases, because of the lack of analytical redundancy,
the fault diagnosis may yield more than one possible cause for a fault. Most buildings systems have
limited sensors making the fault diagnosis step inevitable.

FIGURE 7.2.1 Generic fault detection and diagnostic system with proactive control/diagnostic test capability.
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Most methods used for detection can also be used for diagnosis, but the criteria used are different.
Generally, black-box approaches and statistical pattern recognition methods are well suited for the
diagnostic step. A brief discussion of the different modeling techniques is provided later in the chapter.

Fault Evaluation

Following fault detection and diagnosis, the impact of the fault has to be evaluated. For most latent
faults, the impacts have to be evaluated before a decision is made to stop, continue, or reconfigure the
controls. The evaluation criteria depend on the application and severity of the fault. For critical pro-
cesses, safety is the primary evaluation criterion. For FDD applied in a process industry, availability of
the plant is important because it dictates the profit margin. Although for most building systems the
cost of operations is the primary criterion, productivity impacts from lack of proper ventilation and
comfort conditioning should not be neglected. Safety and environmental issues can also play an impor-
tant role for building systems.

Fault evaluation is particularly important when the performance of a component is degrading slowly
over time, such as heat exchanger fouling (Rossi and Braun, 1996). In this case, it is possible to detect
and diagnose a fault well before it is severe enough to justify the service expense.

Decision on Course of Action

Finally, after the fault has been detected, diagnosed, and evaluated, a decision is needed on the course
of action to be taken. The first step in the decision making process is to stop the system or send an alarm
to shut it down if the fault is severe and the controls cannot be reconfigured to accommodate the fault.
In some FDD applications, such as aeronautics and nuclear power plants where safety is critical, there
is redundancy in controllers, actuators, and sensors. In such situations, corrective action can be taken to
ensure continued safe operations using redundant fault-free components. For example, if a failure of one
sensor of a redundant pair of sensors is diagnosed, then the supervisory system can reconfigure the
controls such that the failed sensor is not used in making control decisions until it is replaced or fixed.
This type of FDD system, which can enable corrective action to counteract the fault or make recommen-
dations for altering the system operation, is referred to as fault-tolerant control system or an FDD
supervisory system. In most cases, fault-tolerant control applications reconfigure the programmable parts
of the control loop such that the system operates in a fault-free environment. In some cases, reconfigu-
ration in the control loop may slightly degrade the reliability or the performance of the system. Operating
the system in a degraded state, in some cases, is better than shutting it down. However, in other cases,
the system can operate without any degradation in performance. For example, if the FDD system detects
a sensor bias, it can reconfigure the controls to compensate for the bias.

If the fault is not severe (i.e., it is not a safety issue and will not damage the system or equipment)
and the system controls cannot be reconfigured to accommodate it, the fault has to be tolerated or a
request for repair needs to be made. Unlike critical systems, most building systems do not pose an
immediate safety problem because of faulty operation; therefore, they lack redundancy and extensive
instrumentation. For building systems, if the cost impact is small compared to the cost of correcting the
fault, the fault can be tolerated. However, if the cost impact is large, the FDD system must provide a
message leading to correction of the problem along with the impact it has on the operations.

Advanced supervisory systems can also have the capability to perform nonintrusive tests to refine
a fault diagnosis. For example, if the FDD system detects a sensor failure but is able to pinpoint the
failed sensor from among three sensors (e.g., return-, outdoor-, and mixed-air temperature) of an
air-handling unit, the supervisory control system can perform additional nonintrusive tests during
the unoccupied hours of the day to refine the diagnosis. For example, the air-handling unit can be
operated at 100% outdoor-air and comparing the outdoor-air and mixed-air temperature signals,
then operating the air-handling unit at 100% return-air and comparing the return-air and mixed-
air temperature signals.
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7.2.3 Hierarchical Relationships of the Various HVAC&R Systems and
Subsystems in a Building

An FDD system can be deployed at several different levels in the building hierarchy, as shown in
Figure 7.2.2. There are several different types of HVAC&R systems and subsystems in a building; some
are independent while most are linked hierarchically to other systems in the building. An FDD system
deployed at the building level can use the whole-building energy use (electric or thermal) to detect
abnormal energy use (Dodier and Kreider, 1999). Although abnormal conditions can be detected at the
whole-building level, their cause cannot be easily diagnosed because of insufficient resolution in the data.

Additional monitoring at lower levels is generally required for fault diagnosis. Almost any FDD method
can be deployed at the building level. Regression and neural network models are probably a good choice
for detection at this level. In contrast, for most implementations at the subsystem level, no fault diagnosis
is needed. At that level, when a fault is detected, the cause of the fault is already known. FDD systems
deployed at the intermediate plant and systems levels need methods for both detection and diagnosis.

7.2.4 Predictive Maintenance

Maintenance can be defined broadly as having three components: service, inspection, and repair (Patel
and Kamrani, 1996). Service includes all steps taken to preserve the nominal state of the equipment and
to prevent equipment failure. Inspection involves measuring and evaluating the current state of the
equipment to detect the malfunction early and to prevent failure. Repair involves all steps taken to restore
the nominal state of the equipment (Patel and Kamrani, 1996).

FIGURE 7.2.2 Hierarchical relationships of the various HVAC&R systems and subsystems in a building.
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Improper maintenance of building systems can lead to inefficiency, unreliable operations, and safety
hazards. Maintenance costs are substantially determined by the chosen maintenance strategy. There are
three commonly used maintenance practices: corrective or reactive maintenance, preventive maintenance,
and predictive maintenance (Figure 7.2.3). In the corrective or reactive maintenance mode, the equipment
is operated without maintenance until it breaks down. No attention is paid to ensuring that operating
conditions are within the design envelope; consequently, the actual service performance and life span of
the equipment may be substantially below the estimates of the manufacturer. While reactive maintenance
may make sense in some instances (for example, replacing a light bulb), in the vast majority of building
systems it is the most expensive option (Jarrell and Meador, 1997).

Corrective maintenance results in unscheduled downtime and may lead to unpredicted fatal failures.
To avoid this problem, engineers started to maintain equipment at scheduled intervals throughout the
life span of the equipment. This preventive maintenance method is the art of periodically checking the
performance or condition of a piece of equipment to determine if the operating conditions and resulting
degradation rate are within the expected limits. Statistics of past failures are used to define the periods
for checking (for example, every 1000 working hours). If the periodic inspection reveals degradation in
a part of the equipment, that part is replaced and no root cause analysis is usually undertaken. While
good failure statistics allow the test interval to be optimized, catastrophic failures are still likely to occur.
This method is labor intensive and, sometimes, parts are replaced unnecessarily and unjustifiably because

FIGURE 7.2.3 Comparison of the various maintenance practices.
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no root cause analysis is performed. Preventive maintenance can be a cost-effective strategy when the
life span of the equipment is consistent and well understood. Studies in the utility industry (power plants)
have reported savings of 12 to 18% with preventive maintenance compared to reactive maintenance
(Jarrell and Meador, 1997). Savings for the building systems have not been documented yet.

Although preventive maintenance leads to fewer unscheduled interruptions and extends the life span
of the equipment, it increases the maintenance cost because it is conducted whether it is necessary or
not. Instead of periodic maintenance, if the failure of a component can be predicted, the performance
of the equipment can be optimized and enhanced while the maintenance expenditure is reduced (Patel
and Kamrani, 1996). In the early 1990s, the concept of predictive maintenance was widely introduced.
Predictive maintenance advocates measurements and procedures aimed at the detection of degradation
mechanisms, thereby allowing the degradation to be understood, eliminated, or controlled prior to a
complete failure (Jarrell and Meador, 1997). To predict the failure, the equipment must be constantly
monitored for fault symptoms, symptoms must be analyzed for trends, and decisions must be made
regarding the existence, location, cause, and severity of the fault.

Predictive maintenance strategy requires information about the state of wear and the remaining life
span or rate of performance degradation of a system, and how long the system will be able to meet the
design intent of the monitored device. Predictive maintenance can result in marked increase in equipment
life, earlier corrective actions, decreased downtime, decreased maintenance, better quality product,
decreased environmental impact, and reduced operational and energy costs. It is estimated that predictive
maintenance can save between 8 and 12% over a good preventive maintenance program (Jarrell and
Meador, 1997). However, there is an up-front cost in installation of additional sensors and the develop-
ment of procedures to detect degradation.

Methods for Detecting Degradation

The basic requirements (Patel and Kamrani, 1996) for developing methods of predictive maintenance are

1. The system must identify abnormal conditions accurately.
2. The system must not give false alarms of abnormal conditions.
3. The system must report the level of confidence associated with each diagnosis.
4. The system must rank the conclusions.
5. The system must be able to handle insufficient data and uncertain situations.

These requirements are almost identical to the requirements of the FDD systems; therefore, many of
the methods used in the FDD applications can also be used in detection of equipment degradation.
However, most FDD applications detect faults at discrete time intervals and do not keep track of any
discernable trends. Furthermore, most current FDD systems for building applications do not implement
or discuss the fault evaluation and decision steps described previously (Figure 7.2.1). Fault evaluation is
particularly important when the performance of a component is degrading slowly over time.

Predictive maintenance tools have been deployed in the telecommunications, automobile, aircraft,
process, nuclear, and computer networks industries. In building applications, most research has focused
on detection and diagnosis of faults (but not evaluating them) with the exception of Rossi and Braun
(1996), Katipamula et al. (1999), and Dodier and Kreider (1999). Patel and Kamrani (1996) have tabulated
more than 75 predictive maintenance research projects developed around the world. These projects are
mostly related to manufacturing and process control and are based on some form of expert system.

Because many of the methods developed for FDD systems can also be used for predictive mainte-
nance, the rest of the chapter will be devoted to FDD systems without discussion of their application
to predictive maintenance.

7.2.5 Benefits from FDD Applications and Predictive Maintenance

Commercial buildings are increasingly using sophisticated BASs that have tremendous capabilities to
monitor and control the building systems. Nonetheless, building systems routinely fail to perform as
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designed (Brambley et al., 1998; Katipamula et al., 1999). Although the BASs are sophisticated, they lack
the tools necessary to detect and diagnose faults arising in the building systems. Furthermore, building
operators generally overlook the symptoms because they lack a proper understanding of the control
strategy and the failure symptoms. This leads to manual override of control strategies.

Faults that cause discomfort to the occupants are reported as complaints, while “latent” faults (such as
simultaneous heating and cooling) go undetected. Such faults can have a significant impact on the operations
of the building. Use of FDD applications has great potential to alleviate the problems associated with both
the latent faults and the time needed to detect and correct conspicuous faults in building systems. FDD
applications can improve energy efficiency, extend equipment life, reduce maintenance costs, reduce
unscheduled equipment downtime, improve occupant comfort, health, and productivity, and reduce lia-
bility. Operating cost savings are the result of lower service and utility costs and extended equipment life.
Productivity gains come from reduced equipment downtime and better overall comfort for the occupants.

Some of these benefits are tangible, i.e., the cost impact or the benefit from correcting existing problems
can be quantified. On the other hand, the costs associated with poor indoor-air quality, lost productivity,
and impact on equipment life are very difficult to quantify. Although difficult in most cases, energy and
cost savings associated with the faults identified by the FDD applications in a building’s equipment can
be estimated. An example is given later in the chapter. One of the major barriers to widespread adoption
of automated diagnostic tools is quantifying the impact of both tangible and intangible benefits.

Published reports indicate 3 to 50% of HVAC&R energy is wasted because of improper operations in
existing buildings. The wide variation is primarily caused by the types of problems uncovered during
the commissioning process and is, in part, the result of the various methods employed in the estimation
of savings. Typical savings are expected to be between 5 and 15%. (Gregerson, 1997).

Published reports also indicate that many of the problems identified during the recommissioning
process are related to controls. Unless the building is periodically recommissioned, these problems
resurface. Fortunately, a number of problems related to improper controls can be detected and diagnosed
in a continuous manner using automated tools.

7.2.6 Literature Review

While FDD was well established in the process, nuclear, aircraft, and automotive industries, it did not
enter the building and HVAC&R industries until the mid 1990s (Braun, 1999). High reliability and safety
were relatively less critical in building operations; therefore, FDD did not receive the same level of interest
among building researchers, owners, and operators. The primary driver of building operations is still the
operating cost and capital investment. Although FDD has been an active area of research among the
buildings and HVAC&R community for several years, it is not widely used in the field. The primary
reasons for slow adoption of FDD in buildings and HVAC&R areas include a relatively high cost-to-
benefit ratio for an FDD implementation, partly caused by the lack of extensive instrumentation in the
building and HVAC&R systems, and lack of data to quantify the benefits.

Because critical processes require high reliability and operational safety, the FDD system was an
essential element of the plant operation. Early fault detection methods were generally limited to detecting
values of measurable output when the signals had already exceeded the limit. Widespread use of micro-
computers in the early 1980s led to advanced mathematical process models, which provided the ability
to detect the fault earlier and to locate the fault by use of additional measurable signals (Isserman, 1984).
Because reliability and safety are a primary concern, these plants have extensive and redundant sensors.
Therefore, the FDD methods evolved around the data-rich environment. In the late 1970s, fault detection
and diagnosis began to be applied to mass-produced consumer equipment such as automobiles and
household appliances (Willsky, 1976).

Aeronautics, Nuclear, and Process Industry

Over the last 3 decades, several survey papers have summarized the FDD research in the aeronautics,
nuclear, and process industries. The first major survey was written by Willsky (1976). Issermann (1984)
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surveyed various modeling and estimation methods for process fault detection. Gertler (1988) published
a survey of model-based FDD in complex plants. Frank (1990) surveyed methods based on analytical
and knowledge-based redundancy for fault diagnosis in dynamic systems. Issermann and Ballé (1997)
published trends in applications of model-based FDD of technical processes. Frank (1997) published
new developments using artificial intelligence in fault diagnosis. The developments in fault-detection
methods up to the respective times are also summarized in books by Himmelblau (1978), Pau (1981),
Patton et al. (1989), Mangoubi (1998), Gertler (1998), and Chen and Patton (1999).

The literature review shows a wide array of approaches used to detect and diagnose faults. The
sequencing of the detection and diagnosis varies. In some cases, the detection system ran continuously,
while the diagnostic system was triggered only upon the detection of a fault. In other applications, the
detection and diagnostic systems ran in parallel and, in some instances, the detection and diagnostics
were performed in a single step. The methods of detection and diagnosis can be broadly classified into
two groups: model-based methods and model-free methods. In some cases, similar models were used
for detection and diagnosis and, in others cases, different models were used.

Since the advent of computers in the process control industry, most practical FDD systems have used
some form of fault detection and diagnosis (Gertler, 1988). Earlier deployments relied on simple limit
checking for detection and diagnostic functions. Even the early fault detection systems for the space
shuttles’ main engines, while on the ground, primarily used limit checking with fixed thresholds on each
measured variable (Cikanek, 1986). As the complexity of the control systems and use of computers
increased, model-based FDD systems were developed. These systems rely on analytical redundancy by
using an explicit mathematical model of the monitored plant to detect and diagnose faults. In contrast
to physical redundancy (where measurements from multiple sensors are compared to each other), with
analytical redundancy sensor measurements are compared to values computed analytically, with other
measured variables serving as model inputs (Gertler, 1998).

The commonly used model-based methods for fault detection included observer, parity space, param-
eter estimation, frequency spectral analysis, and neural networks. The methods used for fault classification
included neural nets, fuzzy logic, Bayes classification, and hypothesis testing (Issermann and Ballé, 1997).
These methods were used mostly to detect and diagnose the faults with sensors, actuators, process, and
control loop or controller. Details about the individual methods and how they are used in an FDD system
can be found in the various survey papers and books written over the past two decades (Willsky, 1976;
Issermann, 1984; Gertler, 1988; Frank, 1987; Frank, 1990; Issermann and Ballé, 1997; Frank, 1997;
Himmelblau, 1978; Pau, 1981; Patton et al., 1989; Mangoubi, 1998; Gertler, 1998; and Chen and Patton,
1999).

Building Systems

Unlike process control systems, FDD research for building systems did not begin until the early 1990s.
In the 1990s, several FDD applications for building systems were developed and tested in the laboratory,
and were related to vapor compression equipment (refrigerators, air conditioners, heat pumps, and
chillers) followed by the application of AHU. The methods used measured pressure and/or temperatures
at various locations and the thermodynamic relationships to detect and diagnose common faults.

It is clear from the literature review that there is a lack of standard definitions of terms. For example,
the term FDD is loosely used even when the described approach only detects faults. Furthermore, the
words “fault” and “failure” are loosely used to mean the same thing — the fault. However, in the following
literature review, the definitions provided earlier in the chapter are used in order to be consistent.

The available literature relating to building systems includes refrigerators, air conditioners and heat
pumps, air-handling units, HVAC&R control systems, heating systems, pumps, thermal plant, several
FDD applications for motors, and whole-building systems. In the following section, the FDD methods
for refrigerators, air conditioners and heat pumps, chillers, and AHUs are summarized. For details on
other building systems, refer to the relevant literature: HVAC&R plants (Pape et al., 1990; Dexter and
Benouarets, 1996; Georgescu et al., 1993; Jiang et al., 1995; Han et al., 1999); HVAC&R control systems
(Fasolo and Seborg, 1995); heating systems (Li et al., 1996; Li et al., 1997); pumps (Isserman and Nold,
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1988; Dalton et al., 1995); thermal plant (Noura et al., 1993); several FDD applications for motors
(Isserman and Ballé, 1997); and whole-building systems (Dodier and Kreider, 1999). In one of the earliest
automated FDD systems used in industry, Kreider and Reinert (private communication, July 1999)
deployed a diagnostic system using an expert system in a large computer manufacturing plant; the system
detected and diagnosed the imminent failure of a large, centrifugal chiller.

In the early 1990s, the International Energy Agency (IEA) commissioned the Annex 25 collaborative
research project on real-time simulation of HVAC&R systems for building optimization, fault detection,
and diagnostics (Hyvärinen and Kärki, 1996). The Annex 25 study identified common faults for various
types of HVAC&R systems, and investigated a wide variety of detection and diagnosis methods including
physical models of HVAC&R systems and black-box models. The black-box models use classification
techniques such as artificial neural networks, fuzzy models, and rule-based expert systems. The selected
methods proved to be successful in detecting and diagnosing faults with simulated data; however, the
effectiveness of the FDD systems in real building systems was not assessed.

Summary of Methods Used in Building Systems
The FDD literature related to the building systems is summarized in Table 7.2.1, and a more detailed
review of the individual building system follows this section. In addition to the methods used to detect
and diagnose faults, it summarizes whether or not the fault evaluation is addressed, whether the study
included any discussion of the sensitivity of detection/diagnosis of faults vs. false alarms, and whether
the FDD system was tested in the field.

In the 1990s, there was a significant contribution to FDD from a theoretical point of view; however,
the practical aspects of implementing FDD systems in the field have not yet been thoroughly analyzed
(sensitivity of diagnosis vs. false alarm and data gathering). Simplified physical models were mostly used
for fault detection followed by rule-based methods and neural networks. Many studies did not address
fault diagnosis, and some developed methods that combined fault detection and diagnosis into a single
step. Most studies that addressed fault diagnosis used some type of classification approach, especially
based on neural networks, rule-based knowledge systems, or fuzzy logic. Fault evaluation and sensitivity
of the methods to detect and diagnose faults vs. false alarms were rarely addressed. With the exception
of a couple of studies, detailed field tests were not conducted.

Review of Literature Related to Building Systems Applications
In this section, we briefly describe methods used in development of FDD applications for building
systems. As the summary in Table 7.2.1 indicates, many researchers did not address the tradeoffs between
the sensitivity of the methods to detect and diagnose faults vs. the false alarms and, with the exception
of a couple of studies, none of the FDD systems were tested in the field. Because most of the studies
did not discuss these issues unless otherwise mentioned, it should be assumed that the studies lacked
such information.

Refrigerators — One of the early applications of FDD was to a vapor compression cycle based refrigerator
(McKellar, 1987; Stallard, 1989). Although McKellar (1987) did not develop an FDD system, he identified
common faults for a refrigerator based on the vapor compression cycle, and investigated the effects of
the faults on the thermodynamic states of various points in the cycle. He concluded that the suction
pressure (or temperature), discharge pressure (or temperature), and the discharge-to-suction pressure
ratio were sufficient for developing an FDD system. The faults considered were compressor valve leakage,
fan faults (condenser and evaporator), evaporator frosting, partially blocked capillary tube, and improper
refrigerant charge (under- and over-charge).

Building upon McKellar’s work, Stallard (1989) developed an automated FDD system for refrigerators.
A rule-based expert system was used with simple limit checks for both detection and diagnosis. Con-
densing temperature, evaporating temperature, condenser inlet temperature, and the ratio of discharge-
to-suction pressure were used directly as classification features. Faults were detected and diagnosed by
comparing the change in the direction of the measured quantities with the expected values, and matching
the changes to expected directional changes associated with each fault.
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TABLE 7.2.1 Summary of FDD Literature Related to Building Systems
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Refrigerator

McKellar (1987) TM None No No No
Stallard (1989) RB PM No No No

Air Conditioner

Yoshimura and Ito (1989) RB with FCa No No No
Kumamaru et al. (1991) RBa No No No
Wagner and Shoureshi (1992) Li/Tr and SPMa No Yes No
Rossi and Braun (1996) SPM SRB Yes No Nob

Breuker and Braun (1999a, 1999b) SPM SRB Yes Yes No

Chiller

Grimmelius et al. (1995) Empirical regression
model with pattern
matchinga

No No No

Gordon and Ng (1995) SPM None No No No
Stylianou and Nikanpour (1996) SPM PM No No No
Tutsui and Kamimura (1996) TCBM None No Yes No
Bailey et al. (2000) NNa No Yes Yes

Air Handling Unit

Norford and Little (1993) EM Inferred No No No
Glass et al. (1995) QM Inferred No No No
Yoshida et al. (1996) ARX & Kalman filter None No No No
Haves et al. (1996) RBF/SPM None No No No
Lee et al. (1996a) Li/ARX/ARMXa No No No
Lee et al. (1996b) NNa No No No
Lee et al. (1997) NN NN No No No
Peitsman and Soethout (1997) ARX ARX No No No
Brambley et al. (1998),

Katipamula et al. (1999)
SPM KB and MI Yes Yes Widely

Ngo and Dexter (1999) FMBa No Yes No
House et al. (1999) NN, RB, Bayes, 

NNC, NPC
NN, RB, Bayes,

NNC, NPC
No — No

Yoshida and Kumar (1999) ARX/AFMM None No No No
Seem et al. (1999) CQ None No No No
Kreider and Reinert (1997) NN, TM KB No No Yes

HVAC&R Plants

Pape et al. (1990) SPM SPM No No No
Dexter and Benouarets (1996) FMBa No No No
Georgescu et al. (1993) SPM KB No No No
Jiang et al. (1995) CQa No Yes Yes
Han et al. (1999) KB/RBa No No No

HVAC&R Controls

Fasolo and Seborg (1995) CQ None No Yes No
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Air-Conditioners and Heat Pumps — There are many applications of FDD to air conditioners and heat
pumps based on a vapor compression cycle; some of the studies are discussed below (Yoshimura and
Ito, 1989; Kumamaru et al., 1991; Wagner and Shoureshi, 1992; Rossi, 1995; Rossi and Braun, 1996; Rossi
and Braun, 1997; Breuker, 1997; Breuker and Braun, 1999a, 1999b).

Yoshimura and Ito (1989) used pressure and temperature measurements to detect problems with
condenser, evaporator, compressor, expansion valve, and refrigerant charge on a packaged air conditioner.
The difference between the measured values and the expected values was used to detect a fault. The
expected value for comparison was estimated from the manufacturers’ data, and the thresholds for fault
detection were experimentally determined in the laboratory. The detection and diagnosis was conducted
in a single step. No details were provided on how the thresholds for detection were selected.

Wagner and Shoureshi (1992) developed two different fault detection methods and compared their
ability to detect five different faults in a small heat pump system in the laboratory. The five faults included

Heating Systems

Li et al. (1996) NNa No No No
Li et al. (1997) NNa No No No

Pumps

Issermann and Nold (1988)
Dalton et al. (1995)

Thermal Plants

Noura et al. (1993) EM PM No No No
Issermann and Ballé (1997)

Whole Building

Dodier and Kreider (1999) NN No Yes Yes No

AFMM Adaptive Forgetting through Multiple Models
ARMX Autoregressive Moving Average with Exogenous

Input
ARX Autoregressive Exogenous
CQ Characteristic Quantities
EM Empirical Model
FC Fuzzy Classification
FMB Fuzzy Model Based
KB Knowledge Based
Li Limits
MI Mathematical Inference

NN Neural Network
NNC Nearest Neighbor Classifier
NPC Nearest Prototype Classifier
PM Pattern Matching
QM Qualitative Model
RB Rule Based Expert System
RBF Radial Basis Function
SPM Simplified Physical Models
SRB Statistical Rule Based System
TCBM Topological Case Based Modeling
TM Thermodynamic Model
Tr Trends

a Fault detection and diagnosis was performed as a single step.
b A slightly modified version of the FDD system has been widely tested and is currently commercially

available.

TABLE 7.2.1 (continued) Summary of FDD Literature Related to Building Systems
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condenser and evaporator fan fault, capillary tube blockage, compressor piston leakage, and seal system
leakage. The first method was based on limit and trend checking, and the second method was a model-
based approach in which the difference between the prediction from a simplified physical model and the
monitored observations are transformed (or normalized) into useful statistical quantities. The trans-
formed statistical quantities are then compared to predetermined thresholds to detect a fault.

The two fault detection strategies were operated in parallel on a heat pump in a psychrometric room.
The model-free method was able to detect four of the five faults that were introduced abruptly, while
the model-based method was successful in detecting only two faults. The selection of the thresholds for
both methods is critical in avoiding false alarms and reduced sensitivity. Wagner and Shoureshi (1992)
provide a brief discussion of how to trade off between sensitivity to diagnosis and false alarm. The
implementation is only capable of detecting faults but lacks diagnosis, evaluation, and decision stages
described in the previous section.

Rossi (1995) described the development of a statistical rule based fault detection and diagnostic method
for air conditioning equipment with nine temperature measurements and one humidity measurement.
The FDD method is capable of detecting and diagnosing condenser fouling, evaporator fouling, liquid-
line restriction, compressor valve leakage, and refrigerant leakage. In addition to the detection and
diagnosis, Rossi and Braun (1996) also described an implementation of the fault evaluation method. A
detailed explanation of the fault evaluation method can be found in Rossi and Braun (1997). The methods
were demonstrated in limited testing with a rooftop air conditioner in a laboratory.

Breuker (1997) performed a more detailed evaluation of the methods developed by Rossi (1995). The
methods and results of the evaluation on a rooftop air conditioner in a laboratory environment (Breuker
and Braun, 1999a, 1999b) are discussed in more detail later in the chapter.

Chillers — Several researchers have applied FDD methods to detect and diagnose faults in vapor
compression based chillers; some of the studies are summarized below (Grimmelius et al, 1995; Gordon
and Ng, 1995; Stylianou and Nikanpour, 1996; Tutsui and Kamimura, 1996; Peitsman and Bakker, 1996;
Stylianou, 1997; Bailey et al., 2000; Gordon and Ng, 2000).

Grimmelius et al. (1995) developed a fault diagnostic system for a chiller. A reference model is used
in parallel with the measured variables for fault detection and diagnosis. While the fault detection and
diagnostics are carried out in a single step, their approach lacks the evaluation and decision steps. Twenty
different measurements were used including temperature, pressure, power consumption, and compressor
oil level. In addition to the measured variables, some derived variables were used, such as liquid
subcooling, superheat, and pressure drop. The reference model is a multivariate linear regression model
developed with the data from a properly operating chiller to estimate the process variables. These
estimates were subsequently used to generate residuals by comparing the actual measured values with
those estimated by the reference model. The inputs to the reference model included the environmental
inputs and load conditions. The residuals were then used to score each fault symptom.

The chiller operation was classified into seven regions. Fault modes were associated with any compo-
nent that was serviceable, which led to 58 different fault modes. The cause and effect study of the 58
fault modes helped establish the expected influence on the components and subsequent chiller behavior.
The symptoms associated with the 58 fault modes on the measured and derived variables were generated.
In the resulting symptom matrix, some fault modes were indistinguishable in terms of their respective
symptoms because they either had identical or empty patterns. As a result, the symptom matrix was
reduced from 58 to 37 fault modes and symptom patterns.

To diagnose a fault, scores are assigned to each known fault mode in the matrix. The score for a given
symptom is not a constant, but is determined based on knowledge about the particular fault symptoms.
A variable that shows a very distinct reaction to a fault mode becomes a higher score than a variable that
shows only a limited reaction to the fault mode. For example, if there is increased resistance to flow of
the evaporator on the chilled water side, the score associated with the decrease in suction pressure becomes
higher than the decrease in the cooling water temperature difference. A symptom matrix for selected
faults is shown in Table 7.2.2 (arrow pointing up, ↑, indicates increasing value as a result of the fault;
likewise, arrow pointing down, ↓, indicates decreasing value as a result of the fault; a horizontal arrow,
→, indicates the fault has no effect on the variable).



Using the symptom matrix, a total score is generated by adding the individual scores of all expected
symptoms that match the measured symptoms. A normalized score is calculated by dividing the total
score by the total number of points per pattern. A normalized score of 0.9 or higher is used to indicate
a probable fault, and a score between 0.5 and 0.9 is used to indicate a possible fault. Although the method
proved effective in identifying faults in the systems before the system failed completely, faults with only
a few symptoms got high scores more often. Because the reference model is a simple regression model
developed with the data from the test chiller, the same model may not work on another chiller.

Gordon and Ng (1995, 2000) developed thermodynamic models for three commonly used chillers:
reciprocating, centrifugal, and absorption. In addition, they also developed thermodynamic models for
thermoacoustic and thermoelectric refrigerators. These models may not work to develop characteristic
quantities for use within an FDD system. Although the models were used to demonstrate both the
predictive and diagnostic capabilities, no full FDD system was developed.

Stylianou and Nikanpour (1996) used the reciprocating chiller model developed by Gordon and Ng
(1995) and the pattern matching approach outlined by Grimmelius et al. (1995) as part of their FDD
system. Like Grimmelius et al. (1995), they also perform the detection and diagnosis in a single step, and
their approach lacks the evaluation and decision steps. The methods used in the FDD system included
a thermodynamic model for fault detection, and pattern recognition from expert knowledge for diagnosis
of selected faults. The diagnoses of the faults are performed by an approach similar to that outlined by
Grimmelius et al. (1995). Seventeen different measurements were used, including pressures, temperatures,
and flow rates, to detect four different faults: refrigerant leak, refrigerant line flow restriction, condenser
water side flow resistance, and evaporator water side flow resistance.

The FDD system is subdivided into three parts: one used to detect problems when the chiller is off,
one used during the start-up, and one used at the steady state condition. The off-cycle module is deployed
when the chiller is turned off, and is primarily used to detect faults in the temperature sensors. The
temperature sensor readings are compared to one another after the chiller is shut down. The differences
are then compared to the values established during commissioning.

TABLE 7.2.2 Symptom Patterns for Selected Faults in a Chiller
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Compressor, suction side, 
increase in flow resistance

↓ → → → → ↓ → → ↓ ↓ → → → → → ↑ ↑ ↓ → →

Compressor, discharge side, 
increase in flow resistance

↑ → ↑ → → ↑ → → ↑ → → → → → → ↑ ↑ ↓ → →

Condenser, cooling water side, 
increase in flow resistance

→ → ↑ → → → → → → ↑ ↓ → ↑ → → → → → → →

Fluid line increase in flow 
resistance

→ → → → → → → → → ↓ → → → ↓ → → ↑ ↑ → →

Expansion valve, control unit,
power element loose from pipe

↑ → → → → ↑ → → ↑ ↑ → → → → → ↑ ↓ ↑ → →

Evaporator, chilled water side, 
increase in flow resistance

↓ → → → → ↓ → → ↓ ↓ → → → → → ↓ ↑ ↑ → →

Source: Grimmelius et al., 1995.
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The start-up module is deployed once the chiller is started and is left deployed for 15 minutes. The
module used four measured inputs — discharge temperature, the crankcase oil temperature, and refrig-
erant temperature entering and leaving the evaporator — scanned at 5 sec intervals to detect refrigerant
flow faults that are easier to detect before the system reaches steady state. To detect faults, the responses
of the measured variables are compared to the baseline responses. For example, a shift (in time or
magnitude) in the peak of the discharge temperature may indicate liquid refrigerant floodback, refrigerant
loss, or refrigerant line restriction. Because the ambient conditions affect the baseline response, the
response may have to be normalized before a comparison is made.

The steady state module is deployed after the chiller reaches steady state and stays deployed until the
chiller is turned off. In this mode, it performs two functions: (1) to verify performance of the system,
and (2) to detect and diagnose selected faults. Performance is verified using the thermodynamic models
developed by Gordon and Ng (1995). For the fault diagnostics, linear regression models are used to
generate estimates of pressure and temperature variables, similar to the approach outlined by Grimmelius
et al. (1995). To diagnose faults, the estimated variables are compared to the measured values, and the
residuals are matched using a rule-base to the patterns shown in Table 7.2.3.

Although Stylianou and Nikanpour (1996) extended the previous work of Gordon and Ng (1995) and
Grimmelius et al. (1995), the evaluation of the FDD systems was not comprehensive and lacked several
key elements including sensitivity and false alarm. In addition, it is not clear whether the start-up module
can be easily generalized.

Tutsui and Kamimura (1996) developed a model based on a topological case based reasoning technique,
and applied it to an absorption chiller. They showed that although the linear model had a better overall
modeling error (mean error) than the topological case based model, the latter was better at identifying
abnormal conditions.

Peitsman and Bakker (1996) used two types of black-box models, neural networks (NNs) and auto-
regressive with exogenous inputs (ARX), to detect faults at the system, as well as at the component level
of a reciprocating chiller system. The inputs to the system models included condenser supply water
temperature, evaporator supply glycol temperature, instantaneous power of compressor, and flow rate
of cooling water entering the condenser (for NN only). The choice of the inputs was only limited to
those that are commonly available in the field. Using the inputs with both the NN and ARX models, 14
outputs were estimated. For the NN models, inputs from the current and the previous time step and
outputs from two previous time steps were used.

Peitsman and Bakker (1996) state that 14 system level models and 16 component level models were
developed to detect faults in a chiller; however, only one example is described in their research. The
intent was to use system level models to detect the fault at the system level and then use the component
level models to isolate the fault. NN models appeared to have a slightly better performance than the ARX
models in detecting faults at both the system and the component level. The evaluation and decision steps
were not implemented.

TABLE 7.2.3 Fault Patterns Used in the Diagnostic Module
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Restriction in refrigerant line ↑ ↓ ↓ ↓ ↑ ↓ ↓ ↑
Refrigerant leak ↑ ↓ ↓ ↓ ↑ ↓ ↓ ↑
Restriction in cooling water ↑ ↑ ↑ ↓ ↓ ↓ ↑ ↓
Restriction in chilled water ↑ ↓ ↓ ↓ ↓ ↓ ↓ ↓

Source: Stylianou and Nikanpour, 1996.
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Stylianou (1997) replaced the rule-based model used to match the pattern shown in Table 7.2.3 with
a statistical pattern recognition algorithm. This algorithm uses the residuals generated from comparison
of predicted (using linear regression) models, and measured pressures and temperatures to generate
patterns that identify faults. Because this approach relies on the availability of training data for normal
and faulty operation, it may be difficult to implement it in the field. There was only limited testing of
the method.

Bailey, Kreider, and Curtiss (2000) also used the NN model to detect and diagnose faults in an air-
cooled chiller with a screw compressor. The detection and diagnosis was carried out in a single step. The
faults evaluated included: refrigerant under- and over-charge, oil under- and over-charge, condenser fan
loss, and condenser fouling. The measured data included: superheat for circuits 1 and 2, subcooling from
circuits 1 and 2, power consumption, suction pressure for circuits 1 and 2, discharge pressures for
circuits 1 and 2, chilled water inlet and outlet temperatures from the evaporator, and chiller capacity.

Air-Handling Unit — There are several studies relating to the FDD method for the air-handling units
(both the air side and the water side) and some of these are summarized in this section (Norford and
Little, 1993; Glass et al., 1995; Yoshida et al., 1996; Haves et al., 1996, 1996a, 1996b, and 1997; Peitsman
and Soethout, 1997; Brambley et al., 1998; Katipamula et al., 1999; House et al., 1999; Ngo and Dexter,
1999; Yoshida and Kumar, 1999; Seem et al., 1999).

Norford and Little (1993) classify faults in ventilating systems consisting of fans, ducts, dampers, heat
exchangers, and controls. They review two forms of steady state parametric models for the electric power
used by ventilation system fans and propose a third, that of correlating power with a variable speed drive
control signal. The models are compared based on prediction accuracy, sensor requirements, and their
ability to detect faults.

Using the three proposed models, four different types of faults associated with fan systems are detected:
(1) failure to maintain supply-air temperature, (2) failure to maintain supply air pressure setpoint,
(3) increased pressure drop, and (4) malfunction of fan motor coupling to fan and fan controls. Although
Norford and Little’s study lacked details on how the faults were evaluated, error analysis and associated
model fits were discussed. The results indicate that all three models were able to identify at least three
of the four faults. The diagnosis of the faults is inferred after the fault is detected.

Glass et al. (1995) used a qualitative model-based approach to detect faults in an air-handling unit.
The method uses outdoor-, return-, and supply-air temperatures and control signals for the cooling coil,
heating coil, and the damper system. Although Glass et al. (1995) mentioned that the diagnosis is inferred
from the fault conditions, no clear explanation or examples were provided.

Detection starts by analyzing the measured variables to verify whether steady state conditions exist.
Then, the controller values are converted to qualitative signal data and, using a model and the measured
temperature data expected, qualitative signals are estimated. Faults are detected based on discrepancies
between measured qualitative controller outputs and corresponding model predictions based on tem-
perature measurements. Examples of qualitative states for the damper signal include: “maximum
position,” “minimum position,” “closed,” and “in between.” When the quantitative value of the damper
signal approaches maximum value, the corresponding qualitative value of “maximum” is assigned to the
measured controller output.

The results of testing the method on a laboratory AHU were mixed because it requires steady state
conditions to be achieved before fault detection is undertaken. Fault detection sensitivity and ability to
deal with false alarms were not discussed.

Yoshida et al. (1996) used ARX and the extended Kalman filter approach to detect abrupt faults with
simulated test data of an AHU. Although the fault diagnosis approach was clearly described, the authors
noted that diagnosis is not feasible with the ARX method, but the Kalman filter approach could be used
for diagnosis. Fault detection sensitivity and ability to deal with false alarms were not discussed.

Haves et al. (1996) used a combination of two models to detect coil fouling and valve leakage in the
cooling coil of an AHU. The methodology was tested with data produced by the HVACSIM+ simulation
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tool (Clark, 1985). A radial bias function (RBF) models the local behavior of the HVAC&R system and
is updated using a recursive gradient-based estimator. The data generated by exercising the RBF over the
operating range of the system are used in the estimation of the parameters of the physical model (UA
and percent leakage) using a direct search method. Detection is accomplished by comparing estimated
parameters to fault-free parameters.

Lee et al. (1996a) used two methods to detect eight different faults (mostly abrupt) in a laboratory
test AHU. The first method used discrepancies between measured and expected variables (residuals) to
detect the presence of a fault. The expected values were estimated at nominal operating conditions. The
second method compared parameters that were estimated using autoregressive moving average with
exogenous input (ARMX) and ARX models with the normal (or expected) parameters to detect faults.
The faults evaluated included: complete failure of the supply and return fan, complete failure of the
chilled water circulation pump, stuck cooling coil valve, complete failure of temperature sensor, complete
failure of static pressure sensor, and failure of supply and return air fan flow station. Because each of the
eight faults had a unique signature, no diagnosis was necessary.

Lee at al. (1996b) used an NN model to detect the same faults described previously (Lee et al., 1996a).
NN was trained using the normal data and data representing each of the eight faults. Seven normalized
residual values were used as inputs to the NN model and the nine output values consitute a pattern that
represents normal operation or one of the eight fault modes. Instead of generating the training data with
faults, idealized training patterns were specified by considering the dominant symptoms of each fault.
For example, supply fan failure implies: supply fan speed of zero, supply-air pressure of zero, supply fan
control signal of maximum, flow difference between the supply, and return ducts of zero.

Using similar reasoning, a pattern of dominant training residuals for each fault was generated and is
shown in Table 7.2.4. The NN was trained using the pattern shown in Table 7.2.4. Normalized residuals
were calculated for the faults that were artificially generated in the laboratory AHU. The normalized
residuals vector at each time step was then used with the trained NN to identify the fault. Although the
NN was successful in detecting the faults from laboratory data, it is not clear how successful this method
will be, in general, because the faults generated in the laboratory setting were severe and without noise.

Lee et al. (1997) extended the previous work described in Lee et al. (1996b). In the 1997 analysis, two
NN models were used to detect and diagnose the faults. The AHU was broken down into various
subsystems such as: the pressure control subsystem, the flow control subsystem, the cooling coil sub-
system, and the mixing damper subsystem. The first NN model is trained to identify the subsystem in

TABLE 7.2.4 Normalized Pattern for AHU Fault Diagnosis Used in NN Training
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Normal 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0
Supply Fan –1 –1 0 1 –1 0 0 0 1 0 0 0 0 0 0 0
Return Fan 0 1 0 0 0 –1 0 0 0 1 0 0 0 0 0 0
Pump 0 0 0 1 0 0 0 0 0 0 1 0 0 0 0 0
Cooling Coil Valve 0 0 0 0 0 0 1 0 0 0 0 1 0 0 0 0
Temperature Sensor 0 0 –1 –1 0 0 0 0 0 0 0 0 1 0 0 0
Pressure Transducer –1 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0
Supply Fan Flow Station 0 –1 0 0 0 0 0 0 0 0 0 0 0 0 1 0
Return Fan Flow Station 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 1

Source: From Lee et al., 1996b.
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which a fault occurs, while the second NN model is trained to diagnose the specific cause of a fault at
the subsystem level. An approach similar to the one described previously (Lee et al., 1996b) is used to
train both NN models.

Lee et al. (1997) noted that this two-stage approach simplifies generalization by replacing a single NN
that encompasses all considered faults with a number of less complex NNs, each one dealing with a
subset of the residuals and symptoms. Although 11 faults are identified for detection and diagnosis, fault
detection and diagnosis for only one fault are presented in their study.

Peitsman and Soethout (1997) used several different ARX models to predict the performance of the
AHU and compared the prediction to the measured values to detect faults in the AHU. The training data
for the ARX models were generated using HVACSIM+. The AHU is modeled at two levels: (1) the system
level where the complete AHU is modeled with one ARX model, and (2) the component level where the
AHU is subdivided into several subsystems such as return fan, the mixing box, and the cooling coil. Each
component is modeled with a separate ARX model. The first level ARX model is used to detect a problem,
and the second level ARX models are used to diagnose the problem.

Most abrupt faults were correctly identified and diagnosed, while the slow evolving faults were not
detected. In addition, there is a potential for conflict between the two levels; for example, the top level
ARX model could detect a fault with the AHU, and the second level ARX models may not indicate any
faults. Furthermore, there is a potential for multiple diagnoses at the second level. Peitsman and Soethout
(1997) indicated that some of the multiple diagnoses could be discriminated by ranking them according
to their improbability; however, no details were provided on how to implement such a scheme.

As part of its mission in commercial buildings research and development, the U.S. Department of
Energy (DOE), in collaboration with industry, has developed a tool that automates detection and diag-
nosis of problems associated with outdoor-air ventilation and economizer operation. The tool, known
as the outdoor-air/economizer (OAE) diagnostician, monitors the performance of AHUs and detects
problems with outdoor-air control and economizer operation, using sensors that are commonly installed
for control purposes (Brambley et al., 1998; Katipamula et al., 1999).

The tool diagnoses the operating conditions of AHUs using rules derived from engineering models of
proper and improper air-handler performance. These rules are implemented in a decision tree structure
in software. The diagnostician uses data collected periodically (e.g., from a BAS) to navigate the decision
tree and reach conclusions regarding the operating state of the AHU. At each point in the tree, a rule is
evaluated based on the data, and the result determines which branch the diagnosis follows. When the
end of a branch is reached, a conclusion is reached regarding the current condition of the AHU. A detailed
description of the methodology used is described later in the chapter.

House et al. (1999) compared several classification techniques for fault detection and diagnosis of
seven different faults in an AHU. The data for the comparison were generated using a HVACSIM+
simulation model. Using the residuals, as defined in Lee et al. (1996a, 1996b), five different classification
methods were evaluated and compared for their ability to detect and diagnose faults. The five classification
methods include: NN classifier, nearest neighbor classifier, nearest prototype classifier, a rule-based
classifier, and a Bayes classifier.

Based on the performance of classification methods, the Bayes classifier appeared to be a good choice
for fault detection. For diagnosis, the rule-based method proved to be a better choice for the classification
problems considered, where the various classes of faulty operations were well separated and could be
distinguished by a single dominant symptom or feature.

Ngo and Dexter (1999) developed a semiqualitative analysis of the measured data using generic fuzzy
reference models to diagnose faults with the cooling coil of an AHU. The method uses sets of training
data with and without faults to develop generic fuzzy reference models for diagnosing faults in the cooling
coil, including leaky valve, water side fouling, valve stuck closed, valve stuck midway, and valve stuck
open. The fuzzy reference models describe in qualitative terms the steady state behavior of a particular
class of equipment with no faults present and when each of the faults has occurred. The measured data
are used to identify a partial fuzzy model that describes the steady state behavior of the equipment at a
particular operating point. The partial fuzzy model is then compared to each of the reference models
© 2001 by CRC Press LLC



using a fuzzy matching scheme to determine the degree of similarity between the partial model and the
reference models. The Ngo and Dexter (1999) study provides a detailed description of fault detection
sensitive and false alarm rates.

Yoshida and Kumar (1999) evaluated two model-based methods to identify abrupt/sudden faults in
an AHU. They reported that both ARX and adaptive forgetting through multiple models (AFMM) seem
promising for use in on-line fault detection of the AHU. They report that ARX models require only a
minimal knowledge of the system, and the potential limitation of the technique is that it requires long
periods to stabilize its parameters. On the other hand, Yoshida and Kumar (1999) report that the AFMM
method requires long moving averages to suppress false alarms. By doing so, faults of lesser magnitude
cannot be easily detected. Implementation details were lacking, and only one example of fault detection
was provided.

Seem et al. (1999) developed a method based on estimating performance indices that can be used for
fault detection; however, no details were provided.

7.2.7 Costs and Benefits of Diagnostics and Predictive Maintenance

The cost of FDD implementation depends on several factors including the type of diagnostic method
used, type of faults to be evaluated, number of sensors required (including any redundancy), and level
of automation. The benefits from FDD can be classified into three categories: (1) improved health and
safety, (2) improved reliability and availability, and (3) reduced cost of operations and maintenance.

Because safety is the overriding factor in the critical process, FDD applications with high cost can be
easily justified. High availability of plant equipment is critical in the chemical or food process plants,
where equipment failures and inefficiencies can have a significant impact on production costs. The
economic impact of abnormal operations in the petrochemical process operations is about $20 billion
per year in the U.S. (Mylaraswamy and Venkatsubramanian, 1997). Therefore, automated FDD systems
are almost essential in reducing downtime and improving productivity. Most FDD research and appli-
cations development so far have been for critical and process industries because these industries can
afford applications with a high cost, or because the benefits are so large that the cost of the FDD can be
correspondingly high.

Cost vs. Benefits in Building Systems

In general, the health and safety benefits for building systems are lower than for critical or process plants
and are generally limited to detection of problems relating to indoor-air quality, operations of fire systems,
and elevator operations. Generally, FDD benefits must be derived entirely from reduction in operation
and maintenance cost, and improved occupant comfort and health to offset the development and
implementation costs. In comparison to critical or process plants, the cost savings are undoubtedly a
smaller portion of the costs of operating the businesses that they serve. This means that FDD applications
for noncritical building applications must have lower installed costs to achieve the same cost-to-benefit
ratio (Braun, 1999).

Clearly, low installed costs are critical to wider adoption of FDD applications in building systems.
Interest in FDD has grown as the costs of sensors and control hardware have gone down. In addition,
there is increased emphasis on using information technology within the HVAC&R industry for sched-
uling, parts tracking, billing, and personnel management. This has provided an infrastructure and a
higher expectation for the use of quantifiable information for better decision making. Finally, the struc-
ture of the industry that provides services for the operation and maintenance of buildings is changing.
Companies are consolidating and offering whole-building operation and maintenance packages. In
addition, utilities are in the process of being deregulated and are beginning to offer new services, which
could ultimately include complete facility management. The cost-to-benefit ratio for FDD improves as
the industry moves toward large organizations managing the operations and maintenance of many
buildings. In particular, the cost of developing and managing the necessary software tools can be spread
out over a larger revenue base.
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7.2.8 Selection of Methods for FDD Applications

Selection of methods for FDD plays a critical part in the development of FDD systems. There is a wide
range of methods available for FDD; most of them perform adequately in the laboratory or test setting,
but many of them may not be suitable for field implementation. Some methods have fewer data require-
ments, while others require extensive data. This section provides a brief discussion on how to properly
select a method for FDD.

There are several approaches to detecting and diagnosing faults in building systems. They differ widely
depending on the type of system they are applied to, the necessary degree of knowledge about the
diagnosed object, cost-to-benefit ratio (including monetary, as well as life safety related issues), the degree
of automation, and the input data required. Most classical methods use alarm limits as fault criteria,
whereas the advanced methods apply accurate mathematical models of the process. Between the two
groups are various simplified empirical and heuristic knowledge-based methods of fault detection and
diagnostics. Development of detailed physical models is expensive and impractical in most instances;
therefore, either a simplified model based on first principles, or a heuristic knowledge base is widely used
for FDD.

The success of the FDD system depends on proper selection of methods for both detection and
diagnosis. Often methods are selected because of the interest of the developer or the availability of an
existing tool. While this approach may yield satisfactory results for small-scale laboratory applications,
it often leads to problems in full-scale real applications. For some FDD applications, fault diagnosis may
not be needed because detection isolates the fault. On the other hand, fault diagnosis may not be possible
because resolution of the data is not sufficient for diagnosis. Selection of the best method for detection
and diagnosis depends on several factors, as shown in Figure 7.2.4.

The methods used for detection are often different from the methods used for diagnosis. During
detection, the actual measurements (or estimated actual state/parameter) are compared to the expected

FIGURE 7.2.4 Schematic of a methodology specification.
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measurements to identify an abnormal condition. Diagnosis is more involved and requires sophisticated
methods to isolate the fault and the cause. From the survey of the literature both in critical processes
and in the HVAC&R area, model-based approaches were widely used in detecting faults. Model-based
approaches relied on mathematical models to predict the state or the output variables and compare them
to the measured variables. For diagnosis, classification methods such as NNs, fuzzy clustering, and rule-
based reasoning methods were widely used in the literature.

As mentioned earlier, almost any type of FDD method can be used at the building level (Figure 7.2.2);
however, diagnosis at that level is limited. FDD systems deployed at the subsystems level, or component
level, many not need a diagnosis method because when a fault is detected, the cause is already known. FDD
systems deployed at the intermediate levels will most likely need both detection and diagnosis methods.

The amount of measured data plays a critical role in the selection of a method for both detection and
diagnosis. A limited set of information will lead to selection of a detailed or moderately detailed physical
model for detection. For diagnosis, it will then be necessary to have a set of fault models and a technique
for selecting the fault models for a given set of inputs and outputs. In general, most building HVAC&R
systems will have limited sensors — sensors that are required for controls purposes only. Additional
sensor costs should be considered when selecting methods that require data beyond those that are
normally provided for controls. On the other hand, methods that rely on a limited set of data may
generate more false alarms.

Statistical pattern recognition techniques are often used to identifying the best matching model. If the
system is extensively instrumented, classical limit checks and simplified empirical models are sufficient
for detection, while rule-based or knowledge-based models are needed for diagnosing the cause.

Before selecting methods for detection and diagnosis, a good understanding of the anticipated faults
is essential. Some faults influence the selection of the diagnostics method more than the detection.
Examples of faults that make diagnosis difficult include faults that exhibit different symptoms at
different times, faults that are intermittent, and multiple simultaneous faults. Not many methods can
diagnose the fault that exhibits different symptoms at different times depending on the operational
dynamics. For example, if the outdoor-air damper is stuck wide open and the outdoor-air conditions
are favorable for economizing, there is no fault. However, if the outdoor-air conditions are unfavorable
for economizing, it is a fault. In addition, multiple simultaneous faults make determining the cause
of the fault difficult.

To a lesser extent, the cost of development and deployment of an FDD system influences the methods
selected. Because the building industry is cost sensitive and safety is not an issue with the building systems,
the methods used for detection and diagnosis have to rely on a limited set of measured data.

For noncritical applications, the methods used for detection and diagnosis should minimize the
number of false positives (false alarms). If a number of false positive faults are detected and diagnosed,
the operators may disable the FDD system completely. FDD methods applied to critical systems are tuned
to be sensitive to fault detection; therefore, these applications may generate false alarms more often. On
the other hand, FDD methods applied to noncritical systems (most building systems) are tuned to
generate fewer false alarms.

The task requirement of the FDD system also plays a crucial role in the selection of the methods. If
the FDD system is deployed in a decision support role, simple detection and diagnostic methods such
as knowledge-based models are sufficient. On the other hand, if the FDD system is deployed as a fault-
tolerant control system, more accurate and robust detection and diagnostics methods are required.

7.2.9 Detailed Descriptions of Three FDD Systems

In the next section, detailed descriptions of three FDD systems are presented: (1) a whole-building energy
diagnostician, (2) an outdoor-air/economizer diagnostician, and (3) an automated FDD system for vapor
compression systems. These three FDD applications were selected because they use different detection
and diagnosis methods.
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Whole-Building Energy Diagnostician

Energy consumption levels and patterns in buildings, when properly understood, can be indicators of
building systems operation. Malfunctions of costly equipment can be identified by comparing “nominal”
equipment behavior to that measured in real time during ongoing building operation. A statistically
rigorous method was developed to detect problems in the whole-building energy consumption by
organizing NNs into a higher-level model called a belief network, which can be viewed as a probabilistic
database containing what is known about a system (Pearl, 1988). The whole-building energy (WBE)
module described here is one module of a larger system for whole-building diagnostics developed by
a team of private sector, national laboratory, and university researchers (Brambley et al., 1998).
A summary of the WBE follows; for more information refer to Dodier and Kreider (1999).

Detection Variables in WBE
The WBE diagnostician determines the ratio of measured energy use to expected energy use accounting
for the weather, time of day, day of week, and other features of building energy use that are time and
day dependent. Specifically, WBE detections are based on the energy consumption index (ECI), which
is defined as

A separate ECI is computed for each for the four major energy end uses: building total electric, building
total thermal, HVAC&R electric other than chiller/packaged units, and chiller/packaged units. Therefore,
the data required for the FDD systems include: outdoor-air temperature and humidity, whole-building
electricity and thermal, electricity consumption of the chiller or packaged units, and other HVAC&R
electricity consumption (less chiller or packaged units). If any of the consumption data are not available,
detection for that end use is not performed.

The actual energy use is measured, while the expected energy use is computed as a function of time
of day, day of year, day of week, outdoor-air dry-bulb temperature and relative humidity, and other
optional weather and load predictors may be used as well (such as wind speed, production, historical or
sales). NNs are used to predict each energy end use given the values of these weather and calendar
variables. These predictor networks are calibrated by training them on data from the same building. The
amount of training data depend on the end use; an end use that varies by outdoor conditions may need
as much as 6 to 9 months, while others many need as little as 4 weeks.

The actual and expected energy use variables of interest are totals computed from hourly values recorded
over a 24-hour period from midnight on one day to midnight the next day. Each of the four ECI values
is calculated once a day. Installing the WBE in a new building requires that it be tuned (by training the
neural network predictor models) especially for that building. Because energy use varies widely from one
building to another, tuning the WBE for each building gives much more accurate energy use predictions
than are possible with models that do not consider a building’s particular characteristics.

Problem Detection Approach
The flow of data within WBE is shown schematically in Figure 7.2.5. In summary, the current belief
network, current end use consumption data, current weather variables (dry-bulb temperature and relative
humidity), and calendar variables (time of day, day of year, and a weekday/weekend flag) are the inputs.
The time of day and day of year are represented as sine and cosine functions. The weekday/weekend flag
is “1” if the day is a weekday, and “0” if it is a weekend. Detected problems and their costs are output.
Essentially a belief network embodies, in a quantitative way, the relationships between known or measured
influencing parameters (e.g., weather, schedule, occupancy in a building) and the energy end uses of
interest. The WBE module compares the measured data with predicted data to detect problems. If a
problem is detected, it estimates energy cost impacts.

Specifically, the WBE module uses probabilistic inference in the form of a belief network with con-
tinuous and discrete variables for problem detection. Problems to be detected are represented as variables

ECI Actual energy use( )
Expected energy use( )

------------------------------------------------------=
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in the network. Metered data and other known values are also variables in the network. Some intermediate
quantities (such as daily energy use totals and estimated values for missing sensor readings) are variables
as well. Probability distributions are propagated through the belief network. The result of the propagation
algorithm is the probability distribution over each variable conditional on observed values.

The probability distribution over each detection variable is used to compute the risk associated with
each possible diagnostic message. A cost matrix for each detection variable is stored with the associated
messages. The message with least risk is output from the WBE.

Belief Networks
A belief network is a probabilistic model composed of a number of submodels that compute the prob-
ability of a dependent variable x, given the values of the variables that have a cause or influence relation
to x. These influential variables are called “parent” variables, and x is called a “child” variable. The model
is called a “belief” network because it computes probabilities, representing degrees of belief. Although
slightly dated from a technical point of view, Pearl (1988) remains the best general introduction to belief
networks because of clarity and breadth; it discusses the interpretation of belief networks and how they
represent the world.

Because the belief network summarizes what is known about a system, discussion of the fault detection
system is centered on the belief network. A belief network allows heterogeneous data to be organized
into a single structure; therefore, all relevant data is stored within the network.

Summary of WBE Diagnostician
The belief networks offer a workable approach to including both physical and statistical knowledge for
detecting energy use problems. A strictly probabilistic approach supersedes the use of ad hoc “certainty
factors” commonly used in expert systems. Neural networks can be used to predict whole-building energy
use quickly and with sufficient accuracy to form the basis of WBE detection process.

Testing on field data indicates that the WBE approach is able to identify changes in HVAC&R systems
(Dodier and Kreider, 1999) and to estimate the difference in energy use. Data from a large building have
been analyzed using the WBE, with encouraging results. In practice, the most significant hurdle is to
automatically train accurate prediction models for energy end uses, when only short data streams are
available. The other important practical obstacle is baseline data. The WBE diagnostician automatically
determines when there is sufficient data to make accurate predictions. Furthermore, the WBE automat-
ically determines if it is not making sufficiently accurate predictions and if additional training data need
to be collected.

Outdoor-Air/Economizer Diagnostician

The outdoor-air/economizer (OAE) diagnostician is part of a larger tool developed by the DOE (Bram-
bley et al., 1998; Katipamula et al., 1999). It monitors the performance of AHUs and automatically detects
problems with outdoor-air control and economizer operation using sensors that are commonly installed
for control purposes. The OAE diagnostician can be used with most major types of economizer and

FIGURE 7.2.5 Data flow in WBE diagnostician (from Dodier and Kreider, 1999).
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ventilation systems. It detects both over- and under-supply of outdoor air; thus, it can be used to ensure
adequate outdoor-air supply for the occupants and eliminate excess heating or cooling.

Detection and Diagnostic Methods
As with any mechanical system, faults that diminish or eliminate an economizer’s usefulness can occur.
However, unlike the primary (mechanical) cooling system, a failure of the economizer may go completely
unnoticed. Any failure, for example, that prevents outdoor air from being used for cooling when outdoor
conditions are favorable may go unnoticed because the mechanical cooling system will pick up the load
and maintain occupant comfort. Similarly, a failure that results in too much outdoor air may not be
apparent in a reheat system. Reheating will ensure that the air supplied to the space is at a comfortable
temperature. In both of these examples, however, the system would be using much more energy (and
costing much more to operate) than necessary.

The OAE diagnostician is designed to monitor conditions of the system not normally observable by
occupants, and to alert the building operator when there is evidence of an operational fault. The common
types of outdoor-air ventilation and economizer problems handled by the DAE diagnostician include:
stuck outdoor-air dampers, failures of temperature and humidity sensors, economizer and ventilation
controller failures, supply-air controller problems, and air flow restrictions that cause unanticipated
changes in overall system circulation. The diagnostician also performs some self-diagnosis to identify
errors introduced by users in setup and configuration of the software tool.

An overview of the fault detection and diagnostic process is shown in Figure 7.2.6. The first step in
the FDD process for the OAE diagnostician is fault detection. The diagnoses of the faults are carried out
in two steps: (1) initial diagnosis of the fault is accomplished by using a knowledge base, and (2) the
final diagnosis that refines the initial diagnosis is accomplished by reviewing the historical results. The
initial and the final diagnoses are carried out for each time step. After the fault is detected and the cause
of the fault is diagnosed, the fault is evaluated, and the energy and cost impact arising from the fault are

FIGURE 7.2.6 Overview of OAE diagnostician.
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estimated. Although the current version of the OAE diagnostician provides the user with information
about the fault that is necessary to make a decision on whether to continue to run the system in the
faulty mode or shut it down for repair, it does not take any corrective actions by itself. Details of the
fault detection, diagnosis, and evaluation methods are described in the following subsections.

Fault Detection Approach
An overview of the logic tree used to identify operational states and to build the lists of possible failures
is illustrated in Figure 7.2.7. The boxes represent major subprocesses necessary to determine the operating
state of the air handler; diamonds represent tests (decisions), and ovals represent end states and contain
brief descriptions of “OK” and “not OK” states. Only selected end states are shown in this overview.

The OAE diagnostician uses a logic tree to discern the operational “state” of outdoor-air ventilation
and economizer systems at each point in time for which measured data are available. The tool uses rules
derived from engineering models of proper and improper air-handler performance to diagnose operating
conditions. The rules are implemented in a decision tree structure in the software. The diagnostician
uses periodically measured conditions (temperature or enthalpy) of the various air flow streams, mea-
sured outdoor conditions, and status information to navigate the decision tree and reach conclusions
regarding the operating state of the AHU. At each point in the tree, a rule is evaluated based on the data,
and the result determines which branch the diagnosis follows. A conclusion is reached regarding the
operational state of the AHU when the end of a branch is reached.

Many of the states that correspond to normal operation are dubbed “OK states.” For example, one
OK state is described as “ventilation and economizer OK; the economizer is correctly operating
(fully open), and ventilation is more than adequate.” Other states correspond to something operationally
wrong with the system and are referred to as “problem states.” An example problem state might be
described as “economizer should not be off; cooling energy is being wasted because the economizer is
not operating; it should be fully open to utilize cool outside air; ventilation is adequate.” Other states
may be tagged as incomplete diagnoses if the measured information is insufficient.

Fault Diagnosis Approach
The OAE diagnostician performs fault diagnosis in two steps. After a fault is detected, using a knowledge
base, a list of possible and impossible causes is identified for the fault state. The knowledge base is
populated a priori with possible causes and impossible causes for every problem state in the decision
tree. In the example above, a bad or biased temperature sensor, stuck outdoor-air damper, an economizer
controller failure, an actuator failure, a broken linkage, or perhaps an error in setting up the diagnostician
could cause an economizer malfunction to be reported. Thus, at each measured time period, a list of
possible and impossible causes is generated.

The list of possible causes can be rather long and often different at different time steps because the
same fault can manifest itself in different problem states depending on the current operating conditions.
For example, if the outdoor-air conditions are favorable for economizing and if the outdoor-air damper
is stuck fully open, it is not a fault; but if the conditions are not favorable for economizing, then it is a
fault. Thus, each set of observations leads to a different end branch in the decision tree. In the second
stage diagnosis, the number of possible causes is reduced. The methodology uses a historical list of
possible and impossible causes and reduces the list of possible causes. It does this by jointly considering
the faults, possible causes, and impossible causes along with metrics of their statistical certainties over
time to determine a reduced set (subset) of causes that are more likely to have caused the fault during
that timespan.

Data Requirements
The OAE diagnostician uses two primary types of data — measured and setup. The measured data include
information on mixed-air, return-air, and outdoor-air temperatures (and enthalpies for enthalpy-con-
trolled economizers), supply fan on/off status, and heating/cooling on/off status. These data are typically
available from BASs as trend logs or at requested intervals. Alternatively, measured data could be collected
using custom metering and data collection systems, or the diagnostician could be used to process an
© 2001 by CRC Press LLC



existing database containing the required data. The setup data, obtained by querying the user (building
operator or installer), include information describing the type of economizer, its control strategies,
setpoints, and building occupancy (and hence, ventilation) schedules.

Basic OAE Functionality
The OAE diagnostician detects about 25 different basic operational problems using the methodology
described earlier. The results are presented using a color code to alert the building operator when a fault
occurs and then provides assistance in identifying (diagnosing) the causes of the fault and correcting

FIGURE 7.2.7 Overview of the diagnostic logic tree showing key operating states.
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them. Figure 7.2.8, for example, shows a representative OAE diagnostician window. Each cell in the
diagram represents an hour. The color of the cell indicates the type of state. White cells identify
“OK states,” for which no faults were detected. Other colors represent problem states. “Clicking” the
computer mouse on any colored cell brings up the specific detailed diagnostic results for that hour as
shown in Figures 7.2.9 and 7.2.10.

Sensitivity vs. False Alarm
Adjustment of the sensitivity of the methods to detect and diagnose faults vs. generating false alarms
is critical because the measured data in the field has both noise and bias. In the OAE, tolerances for
each measured and static input variable are used to generate uncertainties that are propagated through
all calculations and tests. For example, to test if the outdoor-air temperature is greater than the
return-air temperature, not only should the outdoor-air temperature value be greater than the return-
air temperature, the uncertainty of the test should also be less than a specified threshold. The
uncertainty thresholds and tolerances on each variable are user specified. By specifying the tolerance
and adjusting the uncertainty thresholds, false alarms can be reduced or sensitivity of detector
increased.

Although field testing is ultimately required, simulations provide an effective way of generating data
that would be more costly to generate in a laboratory or through field tests. The results are also valuable
for illustrating the success of the diagnostician in detecting operation problems and their underlying
causes. The general approach involves generating sets of data by simulation, where each set corresponds
to an air handler with a specific underlying fault. These data sets are then processed by the OAE
diagnostician to determine whether it detected problems and identified the correct cause (i.e., underlying
problem). Although there are over 25 problem states defined in the OAE algorithm, only a few common
fault states (problems) were tested with annual hourly simulated data sets. They include: bad sensors
(outdoor-air sensor biased to read 10°F higher), outdoor-air damper stuck fully closed, outdoor-air
damper stuck fully open, outdoor-air damper stuck at required ventilation position, outdoor-air damper
stuck between fully closed and fully open.

FIGURE 7.2.8 Diagnostic results showing proper and faulty operation with a data set having a faulty outdoor-air sensor.
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Field Test Results
The OAE diagnostician was installed in three buildings for initial field testing. Field testing provides
opportunities to investigate unanticipated practical problems and test usefulness in practice. The results
obtained suggest that the OAE diagnostician will provide significant benefits.

FIGURE 7.2.9 Pop-up windows providing a description of a problem, a list of reduced causes, and suggested actions
to correct that cause.

FIGURE 7.2.10 Details of diagnostic results.
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Of the 18 air handlers monitored, more than half were found to have problems shortly after initial
processing of data. The problems found included: sensor problems, return-air dampers not closing fully
when outdoor-air dampers were fully open, and a chilled water controller problem. All problems have
been confirmed by inspection of the AHUs.

Elements of an Automated FDD for Vapor Compression Systems

This section describes some of the methods being developed for automated FDD as applied to vapor
compression equipment. In general, HVAC&R applications will not tolerate the use of expensive sensors.
As a result, many of the methods being developed rely on the use of temperature, and in some cases,
pressure measurements. As discussed earlier, contributions in the development of FDD methods for vapor
compression equipment have been made by McKellar (1987), Stallard (1989), Yoshimura and Ito (1989),
Kumamaru et al. (1991), Wagner and Shoureshi (1992), Inatsu et al. (1992), Grimmelius et al. (1995),
Gordon and Ng (1995), Stylianou and Nikanpour (1996), Peitsman and Bakker (1996), Stylianou (1997),
Rossi and Braun (1996, 1997), Breuker and Braun (1998a,b), and Bailey et al. (2000). The faults considered
include: compressor valve leakage, heat exchanger fan failures, evaporator frosting, condenser fouling,
evaporator air filter fouling, liquid line restrictions, and refrigerant leakage. The following subsections
provide background and details on some of the more promising and well-documented methods. The
presentation is organized according to the major elements of an FDD system.

Faults for vapor compression systems can be divided into two categories: (1) “hard” failures that
occur abruptly and either cause the system to stop functioning or fail to meet comfort conditions, and
(2) “soft” faults that cause a degradation in performance but allow continued operation of the system.
Many of the most frequently occurring and expensive faults are associated with service in response to
hard failures, such as compressor and electrical faults. Certainly, an automated FDD system should be
able to diagnose “hard” faults. However, these faults are typically easy to detect and diagnose using
inexpensive measurements. For instance, a compressor failure leads to a complete loss of refrigerant
flow and can be easily diagnosed by monitoring the temperatures or pressures at the inlet and outlet
of the compressor. Similarly, a fan motor failure could be diagnosed by measuring temperatures or
pressures at the inlets and outlets of the heat exchangers (evaporator or condenser) that they serve.
Other hard faults that should probably be included within an FDD system include common controls
failures, blown fuses, and malfunctioning electrical components such as contactors. It would also be
important to detect dangerous operating conditions, such as the possibility of a flooded start, which
lead to “hard” failures. “Soft” faults, such as a slow loss of refrigerant or fouling of a heat exchanger,
are more difficult to detect and diagnose. Furthermore, they often lead to premature failure of compo-
nents, a loss in comfort, or excessive energy consumption.

The techniques developed for diagnosing “soft” faults in vapor compression cooling equipment can
be described in terms of a series of steps, presented in Figure 7.2.11 (for discussion of the various steps
refer to Section 7.2.2).

Fault Detection
Fault detection is accomplished by comparing measurements with some expectations for normal behav-
ior, where the expectations are determined from a model. In the simplest system, the expectations could
be that the measurements (e.g., suction and discharge pressure) should fall within acceptable ranges
(low and high limits). Generally, the measurements vary with the operating conditions so the acceptable
ranges need to be relatively large to avoid false alarms. In this case, only relatively large faults can be
detected. Much better resolution can be obtained if an on-line model is utilized that relates expectations
for measurements under normal operation to measurements of the operating conditions (e.g., ambient
temperature). Because no model is perfect, the deviations of measurements from expected values need
to be greater than some threshold that depends upon the uncertainty in the model and measurements.

COP as a Performance Expectation — If the only goal is to detect faults (without diagnosis), then one
or two measurements are probably sufficient. In particular, cooling capacity and power consumption (or
COP) are excellent performance indices, because it probably is not necessary to perform service unless
© 2001 by CRC Press LLC



these indices change by a significant amount. Gordon and Ng (1995, 2000) presented a semiempirical
model for predicting the COP of chillers during steady state operation that is useful for fault detection.
Stylianou and Nikanpour (1996) used the model of Gordon and Ng for fault detection during steady
state operation. This was one element of an overall FDD approach that was developed for a reciprocating
chiller.

The model of Gordon and Ng (1995, 2000) was derived from a simple first and second law analysis
using empirical relations for the irreversibilities associated with the heat exchangers. For a given chiller,
COP is correlated using the following form.

(7.2.1)

where Tc,i is the temperature of the secondary working fluid (air or water) entering the condenser, Te,o is
the temperature of the secondary working fluid leaving the evaporator (air, water, or water/glycol), e

is the rate of heat addition to the evaporator (cooling load), and a0, a1, and a2 are empirical constants.
The constants are determined using linear regression applied to a set of training data obtained from the
equipment manufacturer, from laboratory tests, or from the field when the unit is operating normally.
There are some advantages in using the model of Equation 7.2.1 as compared with polynomial correla-
tions that are typically employed. In particular, less data are required to obtain an acceptable fit, and
there is better confidence that the model extrapolates well to operating conditions outside of the range
used to obtain the correlations.

It is necessary to establish thresholds for the identification of faults. Stylianou and Nikanpour (1996)
did not directly address the issue of fault detection thresholds for their proposed method. However, it is
not difficult to establish reasonable thresholds for deviations in COP. One criterion is that the thresholds
should be significantly larger than the uncertainty of the models in predicting the expected values of the
measurements to avoid false alarms. The semiempirical model of Gordon and Ng can predict cooling
COP to within about 4%. Expert knowledge could be used to set larger thresholds that would guarantee
that the detected faults are important and should be repaired. In this case, the fault evaluation step in
Figure 7.2.11 could be skipped. For instance, a 10% loss in efficiency represents a significant fault and
should probably be repaired as soon as possible.

FIGURE 7.2.11 Diagnostics for vapor compression cooling equipment.
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Thermodynamic States as Expectations — Many diagnostic approaches utilize thermodynamic state
measurements as inputs (see next section) for differentiating between faults. Because several measure-
ments are necessary for diagnostics, these measurements can also be used for fault detection. Rossi and
Braun (1997) and Breuker and Braun (1998a,b) developed and evaluated a complete FDD system for
packaged air conditioning equipment that utilizes steady state models for both fault detection and
diagnosis. All of the measurements required for fault diagnosis are used in the fault detection step
(i.e., any measurement can trigger the detection of a fault). The output state measurements used by the
technique are

1. Evaporating temperature (Tevap)
2. Suction line superheat (Tsh)
3. Condensing temperature (Tcond),
4. Liquid line subcooling (Tsc)
5. Hot gas line or compressor outlet temperature (Thg)
6. Secondary fluid (air or water) temperature rise across the condenser (∆Tc)
7. Secondary fluid (air or water) temperature drop across the evaporator (∆Te)

Seven steady state models are used to describe the relationship between the driving conditions and
the expected output states in a normally operating system. In a normally operating, simple packaged air
conditioning unit (on/off compressor control, fixed speed fans), all the output states (Y) in the system
are assumed to be functions of only three driving conditions (U) that affect the operating states of the
unit: the temperature of the ambient air into the condenser coil (Tamb), the temperature of the return air
into the evaporator coil (Tra), and the relative humidity (Φra) or wet-bulb temperature (Two) of the return
air into the evaporator coil.

Polynomial models were fit using steady state training data obtained in the laboratory and compared
with a separate set of steady state test data. The form of the polynomial models are

(7.2.2)

where ii is the ith output variable prediction and the As are coefficients determined using linear regression.
Table 7.2.5 gives the model orders used by Breuker and Braun (1998a,b) and model accuracy for the

test data considered. Stylianou and Nikanpour (1996) used similar polynomial forms for thermodynamic
states of a small water-cooled reciprocating chiller. In this case, the driving conditions were the temper-
atures of the secondary fluid for the condenser and evaporator.

TABLE 7.2.5 Example Model Evaluations

Variable Best Model to Use RMS Error (F) Maximum Error (F)

Tevap 1st order 0.49 0.99
Tsh 3rd order with cross terms 1.39 3.03
Thg 3rd order with cross terms 1.00 3.24
Tcond 1st order 0.31 0.61
Tsc 2nd order with cross terms 0.46 1.39
∆Tc 1st order 0.18 0.48
∆Te 2nd order with cross terms 0.23 0.56

y a a T a T a T a T a T a T

a T T a T T a T T a T a T a T

a T T a T T a T T a T T a T T

i wb ra amb wb ra amb

wb ra ra amb wb amb wb ra amb

wb ra wb amb ra wb ra amb amb

= + + + + + +

+ + + + + +

+ + + + +

1 2 3 4 5
2

6
2

7
2

8 9 10 11
3

12
3

13
3

14
2

15
2

16
2

17
2

18 wbwb

amb ra wb ra amba T T a T T T

2

19
2

20+ + +K
© 2001 by CRC Press LLC



In the fault detection method described by Rossi and Braun (1997) and Breuker and Braun (1998a,b),
a fault is identified whenever the current measurements are statistically different than the expected values.
The detection algorithm uses the differences between the measurements and expected values (termed
residuals) as features for a classifier. Figure 7.2.12 illustrates how this method works for a one-dimensional
example. A probability distribution of the residual of the suction line superheat for both normal and
faulty operation is shown. Under normal operation, there is a distribution of residuals that results from
measurement noise and modeling errors. In the absence of modeling errors and with random noise, the
distribution for normal operation would have zero mean. The introduction of a fault changes both the
mean and/or standard deviation of the residuals. A fault is indicated whenever the overlap between the
two distributions is less than a fixed threshold. The overlap is termed the fault detection error and the
threshold is called the fault detection threshold. The overlap is related to the probability of erroneously
classifying the current operation as faulty and decreases with the severity of the fault.

In the general case of m output measurements, the statistical fault detection method estimates the
overlap between m-dimensional probability distributions of residuals for current and normal operation.
The method assumes that residual distributions are Gaussian and can be characterized using a mean
vector and covariance matrix and that the separation between the distributions for current and normal
operation is dominated by mean vector differences as opposed to covariance matrix differences. The
resulting classifier is termed an optimal linear classifier (Fukunaga, 1990). A fault is identified whenever
the following inequality holds.

(7.2.3)

where

(7.2.4)

and where Y is a vector of current residuals, MN is the mean vector and ΣΝ is the covariance matrix that
describes the distribution of residuals in the absence of any faults (i.e., normal operation), and MC and
ΣC are the mean vector and covariance matrix that describe the current distribution of residuals deter-
mined using recent measurements. The average covariance matrix, Σ, is determined as the weighted
average of ΣN and ΣC with Equation 7.2.3 where the weighting factor s is determined by minimizing the

FIGURE 7.2.12 One-dimensional example of the fault detection classifier.
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classification error (i.e., probability of making an erroneous decision). The classification error, ε, is
determined by integrating the overlapping areas associated with the multidimensional normal and fault
distributions using Fukunaga (1990).

(7.2.5)

where

The mean vector is determined by averaging differences between measured and model predictions of
outputs over a specified measurement window. The uncertainty of the residuals characterized with the
covariance matrix depends upon both measurement and modeling errors. Measurement errors impact
output measurements directly and output model predictions indirectly through their effect on input
measurements. Modeling errors can result from neglecting inputs that affect the output states, using a
steady state model to characterize transient operation, and an imperfect mapping between the inputs
and outputs.

The covariance matrix is determined if the modeling and measurement errors are independent and
normally distributed. The measurement errors associated with the inputs are propagated through the
steady state model using a first-order Taylor series about the known operating point, so that the elements
of the covariance matrix for the model form of Equation 7.2.2 are

(7.2.6)

(7.2.7)

where

Σi j is the element in the ith row and jth column of the covariance matrix
yi is the steady state model prediction for output i

E(wT
2), where wT is zero mean noise added to the dry-bulb temperature measurements (uncer-

tainty in temperature measurement)
E(wM,i

2), where wM,i is zero mean noise added to the model predictions (modeling uncertainty)
for output i
E(wwb

2), where wwb is zero mean noise added to the wet-bulb temperature measurements
(uncertainty in wet-bulb measurement)

E( ) is the expected value operator
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The modeling uncertainty for the ith output model can be estimated as the variance associated with
the fit to the training data (approximated by the sum of the squares of the errors). In general, measurement
uncertainty is caused by both random and systematic errors. Random errors are associated with noise
in the instrumentation system and can be characterized using specifications from the sensor manufac-
turer. Systematic errors refer to measurements that are biased in one direction (i.e., higher or lower than
the actual value). Systematic measurement errors may be caused by miscalibration or drift in sensors. If
the models are trained using the installed sensors, miscalibration is not an issue. However, if systematic
errors are not considered as part of the measurement uncertainty, the fault detection method will identify
a fault condition when sensors drift. Generally, it is prudent to assign a measurement uncertainty that
allows for some sensor drift. Reasonable values for the standard deviations of the temperature and wet-
bulb measurements are σT = 0.5 C and σwb = 1.0 C.

Method Comparisons — There are some advantages and disadvantages associated with each of the two
approaches for fault detection presented in this section. The use of COP as a performance index is very
straightforward to implement, but requires costly measurements of cooling capacity and power. The use
of temperature measurements as performance indices has lower sensor cost but is more complicated to
implement. Either of these methods could be utilized for packaged air conditioning or chiller equipment.
However, the model forms and driving conditions are different for the two applications and may depend
upon the method used for capacity control.

Fault Diagnosis
Once a fault has been detected, it is necessary to identify its cause. This may involve sending a technician
to the site to perform additional testing and analysis. However, a fully automated FDD would perform
some diagnoses using the available measurements. Several investigators have proposed the use of ther-
modynamic impact to diagnose faults which will be illustrated using the following example.

Consider a packaged air conditioner with a fixed orifice as the expansion device, a reciprocating
compressor with on/off control, fixed condenser, and evaporator air flows, with R22 as the refrigerant.
Figure 7.2.13 shows a P-h diagram for three cases of steady state operation at a given set of secondary
fluid inlet conditions to the evaporator and condenser: normal, fouled condenser, and low refrigerant
charge. Condenser fouling is equivalent to having a smaller condenser and leads to higher condensing
temperatures and pressures than for the normal (no fault) case. For a system with a fixed orifice, the
higher condensing pressures lead to a greater condenser-to-evaporator pressure differential that tends to
increase the refrigerant flow rate. Furthermore, the increased flow rate tends to reduce the amount of
condenser subcooling and evaporator superheat and increase the evaporating temperature. In contrast,
the loss of refrigerant tends to lower the pressure throughout the system leading to reductions in both
evaporating and condensing temperatures. The lower evaporating pressure and corresponding vapor
density leads to a lower refrigerant flow rate, which results in higher evaporator superheat and a higher
refrigerant discharge temperature from the compressor. This example illustrates that condenser fouling
and low refrigerant can be distinguished by their unique effects on thermodynamic measurements.

Rule-Based Classifiers — Some of the proposed diagnostic methods for vapor compression cooling
equipment use differences between measurements and normal expectations of thermodynamic states at
steady state for diagnoses of faults. Fault diagnosis is then performed using a set of rules that relate each
fault to the direction that each measurement changes when the fault occurs. Table 7.2.6 gives the
diagnostic rules for the five faults and seven output measurements developed by Breuker and Braun
(1998a,b) for a rooftop air conditioner. The arrows in Table 7.2.6 indicate whether a particular measure-
ment increases (↑) or decreases (↓) in response to a particular fault at steady state conditions. For instance,
as previously shown, the loss of refrigerant generally causes the superheat of the refrigerant entering the
compressor to increase above its “normal” value at any steady state condition. Each of the faults results
in a different combination of increasing or decreasing measurements with respect to their normal values.
The rules of Table 7.2.6 are effectively fault models that are generic for this type of air conditioner and
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do not require any on-line learning. Similar rules were developed by Grimmelius et al. (1995) and
Stylianou and Nikanpour (1996) for chillers (see Section 7.2.6).

Similar to the fault detection problem, it is necessary to have thresholds for diagnostics. The diagnostic
classifier should evaluate the probability that each fault applies to the current operation, and the evidence
should be high for a particular fault before any recommendations are made. Rossi and Braun (1997)
addressed the issue of diagnostic thresholds in the development of their statistical rule-based FDD
method. The diagnostic classifier evaluates the probability that each fault applies to the current operation.
It estimates the degree to which the probability distribution characterizing the current residuals overlaps
the region of the m-dimensional space defined by the set of rules corresponding to that fault.

Figure 7.2.14 illustrates the fault diagnostic classification method for two possible faults (refrigerant
leakage and liquid-line restriction) with two input features (superheat and subcooling residuals). The
progression of changes in the contours of two-dimensional probability distributions are shown as the
two different faults are slowly introduced. Normal operation is shown as the distribution centered at the
zero point. As a fault develops, the contour moves along a curve. When the overlap between the normal
performance distribution and the current distribution (as indicated by the classification error, ε), is small
enough for the false alarm rate to be acceptable (e.g., ε < 0.001), a fault is signaled by the fault detector.
The different diagnostic classes are separated by the axis. The overlap of the current distribution with
each of the modeled classes is calculated and represents the probability that the fault class is the correct
diagnosis. A diagnosis is indicated when the probability (overlap) of the most likely class is larger than
the second most likely class by a specified threshold (e.g., factor of 2). As the fault becomes more severe,
confidence in the fault detection and diagnosis increases as the current distribution moves further from
the normal distribution, and from the axis separating the classes. The choice of a diagnostic threshold
results from a tradeoff between diagnostic sensitivity and the rate of false diagnoses.

FIGURE 7.2.13 Effect of faults on thermodynamic states.

TABLE 7.2.6 Rules for the Diagnostic Classifier

Fault Tevap Tsh Tcond Tsc Thg ∆Tca ∆Tea

Refrigerant Leak ↓ ↑ ↓ ↓ ↑ ↓ ↓
Compressor Valve Leakage ↑ ↓ ↓ ↓ ↑ ↓ ↓
Liquid-Line Restriction ↓ ↑ ↓ ↑ ↑ ↓ ↓
Condenser Fouling ↑ ↓ ↑ ↓ ↑ ↑ ↓
Evaporator Fouling ↓ ↓ ↓ ↓ ↓ ↓ ↑
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To perform the classification for diagnostics, the probability that each rule applies to the current
operation is evaluated. The probability of each hypothesis is determined by the degree to which the
distribution characterizing the current residuals overlaps each class. The overlap is evaluated by integrat-
ing the area under the m-dimensional Gaussian probability distribution that falls within each class’s
region of the domain. Assuming that each dimension is independent, then the probabilities in each
dimension can be “ANDed” together such that:

(7.2.8)

where Cjk = +1 if (Mc(k) – MN(k)) falls within the domain for the jth fault (i.e., (Mc(k) – MN(k) has the
same sign as defined in Table 7.2.6 for the appropriate fault) and Cjk = –1, otherwise. For diagnoses, the
current distribution has been shifted to give zero mean for normal operation. A nonzero residual mean
could occur for normal operation with an imperfect model.

Fault Evaluation
It is possible to design an FDD system that can detect and diagnose faults well before there would be a
need to repair the unit. In general, an FDD system should evaluate the impact of the fault before
recommending a course of action. These recommendations should be based upon the severity of the
fault with respect to four criteria:

1. Impact on equipment safety
2. Environmental impact
3. Loss of comfort
4. Economics

Equipment safety primarily relates to the compressor and motor. The compressor/motor should not
operate under conditions that will lead it to fail prematurely. These conditions include liquid entering
the compressor, high compressor superheat, high pressure ratio, high discharge pressure, high motor
temperatures, low oil, etc. Existing controllers generally have safeties that will shut down the unit in case
of operation at adverse conditions. Under these circumstances, the FDD system could add an explanation
regarding the probable fault that led to the shutdown. In addition, lower level warning limits should be

FIGURE 7.2.14 Fault diagnostic classifier (two-dimensional example).
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established for these variables. When these limits are exceeded, the evaluator might recommend that
service be performed when convenient.

The environmental criterion primarily relates to refrigerant leakage. Refrigerant leakage is an environ-
mental hazard and should be repaired quickly. This is particularly true if the refrigerant is toxic (ammo-
nia). However, when a refrigerant leak is detected and diagnosed, the actual output of the evaluator might
depend on the rate of refrigerant leakage and type of refrigerant. For a small leak, it may be acceptable
to keep the unit running and schedule repairs for the near future. Conversely, for a large leak, it may be
appropriate to shut down the unit and call for immediate repairs.

Ideally, the evaluator should be able to identify if the current “health” of the equipment is such that
it will not have sufficient cooling capacity to maintain comfort in the future. Once a fault has been
identified, this feature would allow scheduling of service to address this need rather than requiring
immediate service in response to a loss of comfort (i.e., complaints). This could involve the use of on-
line models for predicting cooling capacity and cooling needs.

If a fault has been identified, but the current operation is not adversely affecting the equipment life
or the environment and the system can maintain comfort both now and in the future, then service should
be performed only if it is economical to do so. In this case, the best decision results from a tradeoff
between service and energy costs. Service costs money but reduces energy costs. Rossi and Braun (1996)
developed a simple method for optimal maintenance scheduling for cleaning heat exchangers and replac-
ing air-side filters. The method relies on measurements of power consumption, estimates of cost per
service, and utility rates, but does not require any forecasting. At any time, t, a decision to recommend
service is based upon evaluation of the following inequality.

(7.2.9)

where Cs is the cost for performing the service ($), Ce is the cost per unit energy ($/kW), γon is an on/off
indicator (one if the unit is on and zero otherwise), and h(τ) is the extra power required to provide the
necessary cooling caused by the performance degradation. At any time,

(7.2.10)

where P(t) is a measurement of the current power and P*(t) is a prediction of the power at the current
operating conditions if the unit was operating normally (no fouling).

Equation (7.2.9) was derived by applying optimization theory with simplifying assumptions to a cost
function that combines energy and service costs. This simplified method gave nearly identical results as
a detailed optimization when tested through simulation for a range of situations. The combined energy
and cost savings were found to between 5 and 15% for optimal vs. regular maintenance scheduling. The
savings primarily depend upon the ratio of service to energy costs, the rate of fouling, and the baseline
regular service interval.

Steady State Detectors
Many vapor compression cooling systems utilize “on/off” control and spend a significant amount of time
in a transient condition. When a steady state model is used to predict normal operating states, a steady
state detector must be used to distinguish between transient and steady state operation. The FDD system
should only indicate a fault and provide a diagnosis when the system is in steady state.

Steady state detection can be implemented using the time rate of change in measurements during a
moving window. Steady state is indicated whenever the “smoothed” time derivatives are less than a fixed
threshold (e.g., 0.1 F/h for temperature measurements). Another approach is the exponentially weighted
variance method of Glass et al. (1995). This algorithm estimates the sample variance about the mean of
output measurements over a moving exponentially weighted window. In general, the variance decreases
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as the system approaches steady state. Two parameters of the steady state detector that impact FDD
performance are the forgetting factor, and the threshold for steady state detection. The forgetting factor
varies between zero and one and dictates the weighting of previous measurements (one for equal weight-
ing, and zero for zero weighting of all previous measurements). The steady state detector threshold is
the output variance below which an output is considered to be at steady state. As the threshold is
decreased, the residuals of the steady state operating points should decrease, and FDD sensitivity should
be improved. However, fewer operating points are available for FDD. In general, all of the output
measurements could be used in testing for steady state behavior. However, it is also possible to select
measurements having slower transients, such as compressor shell temperatures.

FDD System Performance
Only limited testing has been performed on complete FDD systems for vapor compression cooling
equipment. To adequately test an FDD system in the field, it would be necessary to install several systems
and collect data for several years before enough faults could develop and experience could be collected
to make general assessments. Laboratory testing allows a more thorough evaluation of FDD performance
in a shorter time frame, but may not include some important effects that occur in the field. Grimmelius
et al. (1995), Stylianou and Nikanpour (1996), and Bailey et al. (2000) performed laboratory evaluations
of FDD systems for chillers. In these tests, a limited number of faults were simulated in the laboratory
and the performance of the methods was evaluated in terms of whether the method could correctly
identify the fault. In some cases, the misclassification (or false alarm) rate was estimated.

Breuker and Braun (1998a,b) performed an extensive evaluation of the FDD technique developed by
Rossi and Braun (1997). Steady state and transient tests were performed on a simple rooftop air condi-
tioner in a laboratory over a range of conditions and fault levels. The data without faults were used to
train the models for normal operation and determine statistical thresholds for fault detection, while the
transient data with faults were used to evaluate FDD performance.

Table 7.2.7 shows results that characterize the sensitivity of the FDD method for detecting and
diagnosing faults. The levels at which each fault could be detected at one point (“First Detected”) and
at all steady state points (“All Detected”) from the database of transient test results are presented for the
five faults along with the corresponding percent loss in capacity and COP, and the change in superheat
and subcooling at these detectable levels. These results show that the faults can generally be detected and
diagnosed before a decrease in capacity or efficiency of 5% is reached. In terms of the effect on perfor-
mance, the technique is less sensitive to compressor valve leakage and evaporator fouling. At these levels,
the changes in compressor superheat and hot gas temperature were probably not large enough to have
an impact on the life of the compressor.

7.2.10 Application of Diagnostics Methods and Tools for
Continuous Commissioning of Building Systems

In most cases, FDD systems installed on-line can also be used to continuously commission a building
system. Commissioning is a systematic process by which proper installation and operation of building

TABLE 7.2.7 Performance of FDD Prototype (3 Input, 10 Output Temperatures)

Performance Index

Refrigerant
Leakage

(% Leakage)

Liquid-Line
Restriction

(% ∆P)

Compressor
Valve Leak
(% ∆ηv)

Condenser 
Fouling

(% lost area)

Evaporator 
Fouling

(% lost flow)

1st All 1st All 1st All 1st All 1st All

Fault Level (%) 5.4 Max 2.1 4.1 3.6 7.0 11.2 17.4 9.7 20.3
% Loss Capacity 3.4 >8 1.8 3.4 3.7 7.3 2.5 3.5 5.4 11.5
% Loss COP 2.8 >4.6 1.3 2.5 3.9 7.9 3.4 5.1 4.9 10.3
∆Τsh 5.4 >11 2.3 4.8 –1.8 –3.6 –0.6 –1.6 –1.7 –2.7
∆Thg 4.8 >10 2.4 4.8 0.0 0.0 1.8 2.3 –1.2 –2.7
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systems and equipment are checked and adjusted as necessary to improve performance (adjustment is
virtually always required; only the degree of correction and performance impact differ among buildings).
Proper commissioning begins during design, continues through construction (remodeling or retrofit),
and includes establishment of a good preventive maintenance program (PECI, 1997; US DOE/PECI,
1997). Although a distinction is made between commissioning of new buildings (Cx) and commissioning
of existing buildings (retro-commissioning or Rx), in this chapter we will refer to both generically as Cx.
Cx is active, i.e., test and analyze, while Rx is passive, i.e., observe and analyze. 

Despite the benefits, the commercial buildings market has been slow to widely adopt Cx. One reason is
the first cost associated with performing Cx. Although Cx has been shown in many cases to be cost-effective
on a life-cycle basis, the importance of first cost still dominates many decisions in the buildings industry.

Automation is already used for some commissioning tasks. Spreadsheets, for example, are used for
processing, tabulating, and graphing input data and results. Handheld personal computers are used for
such tasks as inputting data directly into a database in the field. Cx and Rx are discussed in detail in
Chapter 7.1.

Prospects for Improvement

Automation provides several opportunities for improving the process of commissioning. Generic
improvements that automated tools can provide include:

• Speeding up the process of preparing a commissioning plan

• Ensuring compliance with standards/guidelines, and providing consistency across projects

• Speeding up the process of detecting and diagnosing problems with operation of heating, venti-
lating, and air conditioning equipment and systems

• Eliminating errors that occur during manual data entry

• Disseminating expert knowledge by embedding it in software tools

• Ensuring consistency in fault detection and diagnosis across buildings, projects, and different
commissioning agents through the use of that embedded knowledge

• Archiving data electronically for future reference or use

The promise of automation is higher quality commissioning at lower cost. Higher quality results from
better quality control (in data management and analysis) and from making expert knowledge readily
available in an easy-to-use form. Lower costs are the result of reducing use of expensive labor for mundane
tasks such as recording data.

Tools and methodologies that implement some of these generic capabilities are available today. In
some cases, tools have been implemented by individual commissioning agents or companies in spread-
sheets or specialty programs. In other cases, software that assists with data management, analysis, or
diagnosis is available commercially, from professional organizations, or from government agencies. Some
examples are identified later in this chapter.

A Tool for Commissioning Outdoor-Air Handling

This section describes in some detail how the OAE software tool developed for detecting and diagnosing
problems with outdoor-air control can be used to facilitate and potentially improve commissioning of
air-handling units.

As mentioned earlier, the OAE diagnostician monitors the performance of the air-handling units
and can detect more than 25 different basic operation problems with outdoor-air control and econ-
omizer operation.

OAE Application in Commissioning
The OAE diagnostician can be used to commission AHUs. Data can be collected over a short term, and
batch processed or continuously collected and processed on-line. The first of these is easier and, therefore,
less costly to implement. It requires no installation of the OAE diagnostician onsite, no direct connection
to data sources, such as a BAS, and no operator training. Data are typically collected by establishing trend
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logs in a BAS to collect the necessary data. Alternatively, temporarily installed data loggers can be used to
collect some or all of the required data. Data should be collected for approximately 2 weeks. If the data
are already available from historical trend logs, these logs can be used in place of collecting new data.

When available, data are processed by the OAE diagnostician, which identifies problems, possible
causes, and corresponding corrective actions, and estimates energy and cost impacts caused by improper
operations during the observation period. The energy and cost impacts can be used to prioritize actions
to address the problems found. When problems are found, further investigation may be required and
actions should be taken to correct them. After implementing corrective actions, the commissioning
team should collect metered data for another week or two to confirm correct operation. In some cases,
the OAE diagnostician may detect new and previously undetected problems during this follow-up
period. These problems should be corrected and proper operation verified by an additional week of
metering and processing by the OAE. Problems not ordinarily found during commissioning may be
detected this way.

As with commissioning in general, there is a set of operational problems that cannot be detected easily
during normal operation unless commissioning tests are performed over the full range of weather and
occupancy conditions. Tests must be performed for these during other seasons, or systems artificially
tested in these modes. Because the OAE diagnostician is a passive diagnostician, it can only examine
system performance for conditions that exist during data collection. To commission the outdoor-air
handling system completely, testing by the OAE diagnostician must be conducted during other times of
the year. Ideally, a complete check would require testing under occupied and unoccupied conditions for
each of the following operation modes:

• Heating

• Economizer cooling with throttling: outdoor-air temperature (or enthalpy) lower than supply-air
temperature (or enthalpy)

• Economizer with outdoor-air damper fully open: outdoor conditions lower than return-air
conditions, but higher than the supply-air conditions

• Mechanical cooling with economizer locked out (closed to the minimum required ventilation
position) because outdoor-air conditions are warm and/or humid

The commissioning plan should specify the full range of tests to be conducted, for how long, and at
what times of the year. Partial testing is far better than no testing at all; however, retesting at various
times of the year (and operating modes) is necessary to be reasonably assured that all problems have
been identified. Having set up the necessary BAS trend logs for initial use of the OAE, collection of data
during various times of year and processing by the OAE should be relatively simple. Furthermore, periodic
testing in the long term (i.e., periodic recommissioning) can help ensure that good performance persists.

The OAE also provides a continuous record of attempts to meet the standard of best practice to provide
adequate outdoor-air ventilation. This record can be used to help establish due diligence on the part of
the building owner or operators in the event of a lawsuit related to indoor-air quality (IAQ). The
importance of maintaining proper outdoor-air ventilation is emphasized by a recent EPA study (Daisey
and Angell, 1998) which found that the leading cause of IAQ problems in schools is simply inadequate
outdoor-air supply.

Significant energy and money savings, associated productivity improvements, and carbon emission
reductions are possible from proper Cx followed by steps that help ensure the persistence of the Cx
improvements. Productivity savings are the most significant of these. However, the penetration of com-
missioning in the building stock is very low. Steps are underway to promote greater use of commissioning,
including demonstration projects, publication of case studies, documentation of savings, and government
programs that encourage Cx. Improving and reducing the cost of the Cx process is also an important
component of a multifaceted approach to bringing the benefits of Cx to the entire building stock.
Automation shows promise as a tool for improving the process. Automating parts of the commissioning
process will reduce cost, improve effectiveness, and ensure persistence of the benefits of Cx.
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7.2.11 Infrastructure Requirements for Deploying FDD Systems in Buildings

Networked software applications, which can harness the vast potential of integrating control networks
with the Internet, require access to data from control panels or sensing devices that may be distributed
across buildings. Being able to exchange data and information between field devices and software appli-
cations is the key to successful implementation of the networked software applications (Bayne, 1999).
Although software applications are independent from the process of gathering data, the capability to
gather data is dependent on the functions provided by the BAS and the type of interface (gateway) and
communications protocols it uses.

An infrastructure supporting the next generation of software tools that owners and operators will use
to manage distributed facilities requires

• A control network with a BAS or network of intelligent devices (in each building)

• A mechanism or a transport layer that ties field panels and other devices on the control networks
to the Internet

• The “killer software applications” that enhance facility management

Networking Developments

BASs have evolved over the past two decades from pneumatic and mechanical devices to direct digital
controls (DDC). Today’s BASs consist of electronic devices with microprocessors and communication
capabilities. Widespread use of powerful, low-cost microprocessors, use of standard cabling, and adoption
of standard protocols (such as BACnet, LonWorks) have led to today’s improved BASs. Most modern BASs
have powerful microprocessors in the field panels and controllers, and the prevalence of microprocessors
embedded in the sensors is growing as well. Therefore, in addition to providing better functionality at a
lower cost, these BASs also allow for distributing the processing and control functions including FDD
within the field panels and controllers without having to rely on a central supervisory controller.

Many BAS manufacturers support either BACnet or LonWorks protocols; some support both
(EUN, 1999). Recently, ASHRAE has approved a BACnet/IP addendum that makes it easier to monitor
and control building systems from remote locations over the Internet. LonWorks is also heading in the
same direction.

The manufacturers of BASs are developing gateways to connect modern proprietary control networks
to the Internet, making it easy for distributed software applications to share information. However, there
are many legacy BASs in the field for which gateways are needed but do not exist or will never be
developed. In such situations, there are three options to connect these systems to the Internet: (1) DDE
(dynamic data exchange), (2) OLE (object link and embedding), and (3) developing a custom interface
between the BAS and the Internet for legacy systems that do not support either DDE or OLE.

Data-Gathering Tools

Without easy access to data from meters, controllers, and equipment that are distributed throughout the
facility, it would be difficult to realize all the benefits of distributed facilities management. Although the
details of data gathering depend on the type of BAS and the protocols it supports, integrated networks
provide some standard methods to access data from geographically distributed facilities.

As part of a larger U.S. Department of Energy project to develop an automated diagnostician (whole
building diagnostician (WBD)), prototype tools were developed to collect data from BASs locally or over
the Internet. These tools allow building-generated data to be collected at any frequency and stored in a
database.

Many BAS manufacturers provide DDE/OLE servers to facilitate data exchange between control-
lers/devices and software application programs. The WBD data collection tools, running in the back-
ground, initiate a DDE “conversation” between the manufacturer’s DDE server (provided by the BAS
manufacturer) and the WBD database, and collect data at time intervals set by the operator. Relationships
defined during setup of the software for the building are used to map data from the sensors for each of
the AHUs and building end-use meters into the WBD database. The data-gathering tools are independent
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of the WBD diagnostic modules; therefore, any application can use the data-gathering infrastructure.
By querying the database, raw data can be retrieved for use by other software applications, such as
programs used to reconcile metered data with utility bills and charge tenants for energy use.

7.2.12 Estimating Cost and Energy Impacts from Use of
Diagnostic and Predictive Maintenance Tools

It is very important that FDD systems evaluate the cost impacts of faults detected in building systems
for two basic reasons: (1) justifying the expense of developing and/or purchasing the FDD system by
quantifying its benefits, and (2) providing perspective on the magnitude of the fault to prompt the user
to fix the faults with high cost impacts, prioritize correction of faults with moderate impact, and neglect
faults with low impacts. This section will discuss how energy cost impacts of faults can be estimated.
Other impacts, such as comfort, health, and damage or shortened lifetimes for equipment are also very
important, but are difficult to quantify and often very specific to the buildings and systems involved. We
will not attempt to provide guidance on estimating these impacts here, although their importance and
the added value to an FDD system of providing this information cannot be overemphasized.

We express the energy cost at any instant of time (t) as the product of the demand for power, its price,
and the interval being analyzed (∆t)

(7.2.11)

Denoting quantities under faulted conditions with a prime (′), the cost increment of a fault is

(7.2.12)

where, for any general property, X

(7.2.13)

Equation 7.2.12 includes the general case where the price of power, usually electricity, is dependent
upon time (real-time pricing or time-of-day rates), or the demand itself (either at the current time or
during some time period used by a utility to define peak demand). If the price is not a function of
demand, as is often the case (at least for the fault’s impact), then the second term drops out and
Equation 7.2.12 reduces to

(7.2.14)

Often a building system uses more than one fuel to supply the services it is designed to provide. An
example is an AHU supplying both heating and cooling services in a gas or steam heated building. In such
cases Equations 7.2.11 and 7.2.13 must be applied twice, once for each fuel affected by a given fault.

Direct Estimation of Impacts Based on Measured Consumption

In cases where the FDD technique directly measures the demand for energy and compares it against
some expected value (see the whole-building energy diagnostician, described earlier), the change in
demand caused by the fault at any given time can be directly estimated as the difference between the
actual and expected consumption. Estimating the impact of the fault then reduces to integrating ∆Cost
over time (more on this later).

In such methods, the expected consumption is typically based on some type of model of average
consumption for the time-of-day, and/or time-of-week, weather, and other conditions. These models
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are either empirical (regression, neural network, bin method, etc.), or engineering-based (presumably
calibrated to fit historical consumption patterns). At best, random deviations of the actual consumption
from the average for the time and conditions are to be expected, with the size of the deviations
proportional to the accuracy of the model. Nonrandom deviations can also be expected when, as is
usually the case, the input data or the mathematical form of the model imperfectly captures important
effects, including nonlinearity.

Even for very accurate models, these errors tend to become larger as the time interval for the FDD
cost analysis (∆t) gets smaller, i.e., weekly models are more stable than daily models, and daily models
are more stable than hourly models. Subhourly models exhibit even more “noise,” including that from
such tangible effects as the cycle time of equipment in a building. Cost impacts, therefore, will generally
be more accurate when integrated over a number of time intervals (Katipamula et al., 1996).

The advantage of this approach to estimating cost impacts is its simplicity and directness. This
advantage is strong enough that it is worthwhile considering directly measuring and modeling the demand
of the system or subsystem, which is the focus of the FDD system. This will become clearer when an
alternative approach to estimating energy cost impacts is described below. However, there are two primary
limitations to this approach related to the need to measure and model demand. The first limitation is
cost; if it is not used as an inherent part of the FDD method, extra instrumentation and analysis capability
is added to it solely for the purpose of estimating energy cost impacts.

The second limitation is complexity. While obvious at the whole building and boiler/chiller plant levels,
the demand caused by other systems is often indirect and hard to quantify. A good example of this is an
AHU in a built-up HVAC system; it consumes energy in the form of hot and chilled water from the plant,
some electricity for fan power, and its operation impacts the subsequent need for terminal reheat in the
zones it serves. In principal, it might be possible to measure and model each of these three modes of
consumption separately. This may be less expensive if some proxy measurements are used. Examples are
valve positions or temperature differences across coils instead of Btu meters, for estimating the energy in
constant volume flows. The complexities of such an approach become evident, however, when considering
how to handle faults that may lie in other systems (the terminal boxes, or the hot and chilled water reset
schedule, for example) but that reflect themselves in the consumption patterns of the AHU.

Estimation of Impacts from First Principles

An alternative means of estimating energy cost impacts of faults in buildings is to base them on a first
principles analysis. This approach is useful when

• Impacts are expected to be a small fraction of a measured consumption total

• Attribution of impacts among multiple faults is desired

• The expected impacts are about the same as the expected accuracy (i.e., the “noise”) of an empirical
model of the measured consumption.

An example is failure of a lighting occupancy sensor in one office of a zone encompassing many offices.
Here the expected impacts may be much less than 5%, but are virtually certain to exist. In such cases, it
may be preferable to estimate the impact based on first principles, for accuracy, simplicity or both. If the
lights involved do not impact heating or cooling loads, because they are not in a conditioned space, for
example, then the impact could be estimated simply as the product of the lighting power density and
the floor area per occupancy sensor.

The principal complicating factor in using this approach is when the fault impacts the heating or
cooling loads, directly through the energy conversion efficiency or the outdoor-air ventilation of the
system, or indirectly because it changes the internal heat gains of the space. This discussion will focus
on cases where there are direct effects on heating and cooling loads, or there are enough indirect effects
that it is necessary or desirable to consider them.

To make such estimates, we consider the demand to be comprised of two components, one related to
the thermal (heating and cooling) loads, and the other related to all other (non-HVAC) demand. This
approach implicitly assumes that the building system being analyzed is heated or cooled at a given time,
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but not both. For buildings where simultaneous heating of some zones and cooling of other zones can
legitimately occur, this implies that the impact analysis must be computed at a lower level in the building
hierarchy where this assumption is valid or is a more reasonable approximation.

The demand for energy is expressed as the sum of demands for cooling (Cool), heating (Heat), and
other loads

(7.2.15)

where we explicitly account for other loads as the sum of fan and pump loads in constant volume systems
(Distc), lights (Lights), plug loads (Plugs), and loads external to the building envelope (Ext), such as
exterior lighting.

The zone heat balance or thermal load, Load(t), of a zone at any time is comprised of

• Internal heat gained from lights, Lights(t); plug loads, Plugs(t); occupants, Occ(t); and solar
radiation (through glazed and opaque surfaces), Solar(t)

• Heat lost by conduction through the zone envelope to the outdoors, Cond(t)

• Heat conducted into the zone’s internal thermal mass, Mass(t)

• Heat carried by the air to the outdoors by the ventilation air required for the zone’s occupants,
OA(t)

(7.2.16)

The fraction of the lighting energy that ends up as internal heat gain to the zone, fL, is usually close
to 100%. Heat from lights that enters the return air stream directly is included in fL because it will return
to the zone after passing through the AHU. The effect of exhausting some or all the return air with the
outdoor-air/economizer system is accounted for by the OA(t) term. However, fL will be less than 100%
if some of the heat from lighting fixtures is conducted through the roof from top-floor ceiling plenums,
for example.

The heating and cooling demands can be expressed as the ratio of the thermal load from the space
that is seen by the HVAC system (positive for heating, negative for cooling) divided by the overall system
energy conversion efficiency of the heating, cooling, or reheat system (COP). Because, in general, heating
and cooling loads are served by systems with different thermal efficiencies or COP, the associated demands
must be accounted for as separate terms. So the demand can be expressed as

(7.2.17)

Econ(t) is the heat exhausted from the return air stream by an economizer introducing extra outside
air beyond that required for the occupants when conditions are suitable for free cooling. Distc(t) is the
consumption of the distribution system (fans and pumps) that is relatively constant with respect to the
amount of heating or cooling supplied, and fd is the fraction of that energy entering the air and water
flows as heat. (We will also include a term that is convenient for variable-volume distribution systems
in the system COPs in the following discussion of specific types of faults.)

The terms enclosed in ( )+ and ( )– in Equation 7.2.17 are the net cooling and heating loads seen by
the HVAC system, respectively. That is, this is the amount of heating or cooling that must be delivered
by the system to the space, less free cooling delivered by the economizer and heat gained from fans and
pumps. By this notation, we define these terms as nonzero only when the enclosed term (the net thermal
load) is positive and negative, respectively. These terms imply that normally there is no simultaneous

Demand t Cool t Heat t Dist t Lights t Plugs t Ext tc( ) = ( ) + ( ) + ( ) + ( ) + ( ) + ( )

Load t f Lights t Plugs t Occ t Solar t Cond t Mass t OA tL( ) = ( ) + ( ) + ( ) + ( ) − ( ) − ( ) − ( )
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c
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+ −
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heating and cooling for a zone (except for reheat). That is, there is a cooling demand only when the net
load on the system is positive, and a heating demand only when it is negative.

The system COP includes the primary energy conversion efficiency of the heating or cooling sources
at the current conditions (temperature, humidity, and part load). It also must include all duct losses,
and may be defined (optionally, see later discussion) to include the energy consumption by fans and
pumps for distribution, auxiliary loads, and any reheat energy required by the HVAC system for proper
temperature control.

To proceed, we now make a series of assumptions and approximations. The phenomena involved in
the conduction and mass terms are diverse and highly building- and even zone-specific. Without a detailed
thermal simulation of the building it may be impossible to come up with good estimates of the resulting
heat transfer rates at any given time. So, it is desirable to eliminate their effect from the impact estimate.
It is convenient to assume that it is not necessary to estimate energy cost impacts for faults that result
in appreciable changes to the zone temperature. Because this would presumably be reported by occupants
or basic BAS alarms, it is not a primary target fault for FDD systems. Further, regulating it is the primary
function of the control system and loss of comfort control presumably has impacts that far exceed
associated energy impacts.

If the fault does not appreciably impact zone temperature, it can be assumed that the conduction and
thermal mass terms are nearly the same in both the faulted and unfaulted conditions. The same assump-
tion will be made for the plug loads and other external loads, because these are not generally the subject
of either control or FDD systems.

Because we have assumed that the conduction, mass, plug loads, and occupancy terms are not appre-
ciably affected by the fault, we can express the change in the zone thermal load as

(7.2.18)

where fL is the fraction of the lighting impact energy that is dissipated within the conditioned space. The
estimated change in demand resulting from correction of a fault is

(7.2.19)

where, again, we denote condition X under normal operation as X′ when a fault exists. Equation 7.2.19
must be applied once for each fuel impacted by the fault, dropping terms for demands not served by the
fuel.

Assume that the normal operating heating and cooling system COPs can be estimated or computed,
and that measured heating and cooling demands are available for the system being diagnosed, (i.e., those
actually occurring at time t, including the impact of any faults). Alternatively, normal heating and cooling
demands may be known from some type of theoretical model or an empirical model of past performance.

The cooling, heating, and reheat demands that would occur if the fault was fixed are

(7.2.20)

(7.2.21)
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The zone thermal load can be expressed as the difference in the net heating and cooling loads (estimated
as the products of the cooling and heating COPs and demands), plus the economizer free cooling, less
the heat gain from fans and pumps

(7.2.22)

For faults that degrade HVAC system performance, ∆COP is normally negative. Note that Equation 7.2.22
expresses the net load in terms of both cooling and heating, and both must be included even if different
fuels are used to supply them. So, Equation (7.2.22) is also valid when normal or faulted operation results
in simultaneous heating and cooling.

The estimated change in demand caused by a fault can be expressed as

(7.2.23)

Note that Equation 7.2.23 must be applied separately for each fuel impacted by the fault. Entire terms
for demands not served by the fuel are dropped (either both of the cooling demand terms, or both of
the heating demand terms). All the subterms of the expressions for the net heating and cooling loads
and the terms inside the ()+ and ()– must be retained in their entirety to accurately characterize the net
thermal load seen by the HVAC system. For example, if the impact on electrical demand is desired for
a gas-heated building, the second and last terms are dropped and

Application of First Principles Method

It is useful to consider Equation 7.2.23, which is generally applicable to multiple faults, as applied to
faults associated with three specific energy using subsystems building systems: outdoor-air ventilation/
economizers, lighting, and heating/cooling. These three specific applications of Equation 7.2.23 are
considered in this subsection.

(7.2.24)
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Ventilation Fault Impacts
Ventilation fault impacts involving outdoor-air supply generally occur at the AHU level of the building
system hierarchy, and affect the net load of all the zones served by the AHU. These faults may involve
supply of excess ventilation air or failure of the economizer operation to supply free cooling. In either
case, we will assume that the fault manifests itself as a change in the volumetric flow rate of outside air
(∆F), and that the magnitude of this flow rate error is available from or can be estimated as a byproduct
of the FDD algorithm. Further, to apply Equation 7.2.23 in its full form implies that we also know the
heating and/or cooling delivered to the zones served by the AHU. This may involve metering of energy
consumption in unitary packaged equipment or flow rates and enthalpies or temperatures in air handlers
served by a boiler/chiller plant.

The impacts on outdoor air (OA) and economizer (Econ) are combined into a single fault. Assume
(for this example) that there is no impact on the system COP, and no impact on the fan and pump
consumption in constant volume systems. So, ∆COP(t) and ∆Distc(t) are zero. Then, the change in heat
loss via the outdoor ventilation air can be expressed in terms of the air density (ρ) and the difference of
the return and outdoor-air enthalpies (hr − ho) to estimate the demand impacts of ventilation system
faults as

As before, terms in Equation 7.2.25 for demands not served by a given fuel are dropped. For example,
if the impact on electrical demand is desired for a nonelectrically heated building, one would not include
the second and last terms.

It may not be possible to measure or estimate the heating and cooling demands at the air handler
level, and the assumption must be made that the mode of the air handler (heating or cooling) would be
unchanged if the fault was corrected. Then, Equation 7.2.25 reduces to

for impacts when cooling and

for heating, because Econ′(t) in a heating mode is zero if the entire fault is included in ∆F. The OAE
diagnostician used Equation 7.2.26 and Equation 7.2.27 to estimate the energy impacts from improper
operation of the outdoor-air controls or economizer.

Note that the impact of faults in ventilation systems can increase or decrease the demand for cooling,
depending upon the difference in the indoor and outdoor temperatures and humidities, and whether
the fault results in too much or too little flow at any given time. For example, cooling loads are increased
by excess flow when it is hotter or more humid outside than inside. They decrease when either the relative
indoor and outdoor conditions or the sign of the flow rate error are reversed, but not both.

(7.2.25)
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When the system is in the heating mode, the outdoor-air temperature is almost always less than the
indoor-air temperature, otherwise heating would not be required. One notable, but rare exception to
this generalization is during warmups on relative mild mornings. Therefore, the outdoor-air enthalpy is
almost always less than the indoor-air enthalpy, and excess outdoor ventilation air flow will not result
in a change in mode from heating to cooling, and Equation 7.2.27 usually applies for faults involving
excess ventilation air. Note that negative flow rate errors during heating modes suggest that the outdoor-
air volumes are less than needed for the occupants, with consequent negative effects on indoor air quality.

Whether during heating or cooling, faults that reduce ventilation air flow to levels below those required
by the occupancy have negative air-quality impacts that should be considered far more valuable than the
positive energy benefit. This suggests that positive cost benefits for such faults probably should not be
displayed to users.

Lighting Fault Impacts
Impacts of faults resulting in excess gains from solar radiation, such as errors in day lighting sensors
controlling active shading devices, are entirely analogous to the impacts of lighting faults. So, the dis-
cussion and the equations developed here can be used to estimate impacts for them by simply substituting
the relevant load terms for the lighting terms.

Assume, for this example, there is no impact of the lighting fault on the system COP or the fan and
pump consumption in constant volume systems. So, ∆COP(t) and ∆Distc(t) are equal to zero. If the
lighting fault affects only one zone served by a constant-volume multizone AHU and if that zone is
reheating, the change in lighting demand will simply be offset by an equivalent change in the need for
reheat and the following analysis will not apply. In the case of electric resistance heating (COP = 1.0)
and if fL is 1.0, then net impact on the total demand will be zero. However, generally, lighting faults are
likely to impact all zones served by an AHU. In such cases, the effect of changed reheat requirements is
minimal and will be neglected as a second order effect. There is only a similar effect on reheat for variable
air-volume systems for zones where air flow is at minimum, so this will also be neglected here.

From Equation 7.2.23, the estimated reduction in demand that would result from correcting a fault
with lighting control causing excess consumption ∆Lights, but not affecting the system COPs or the
fan/pump power in constant volume system, is

(7.2.28)

But, any change in lighting load may simply be absorbed by a corresponding change in the economizer
operation, if it is not already operating at full flow. Because there is no fault in the economizer operation
in this example, this implies that outdoor conditions are suitable for free cooling and there is no cooling
demand, i.e., Cool′(t) is zero. Therefore, the contribution of a normally operating economizer toward
meeting the cooling loads in faulted and unfaulted conditions must be estimated.

Let the volumetric flow rate required for the occupants at any time (of day and week) be Freq(t). If the
flow rate under faulted conditions, F′(t), is known or can be estimated, then

(7.2.29)

Let the maximum achievable flow rate be Fmax when the economizer should fully open the outside-
air dampers. An economizer normally operates to minimize cooling whenever possible. The maximum
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cooling load displaced by the economizer (Econ′max) is the product of the air density, the volumetric flow
rate, the return- and outdoor-air enthalpy difference, and two control functions

(7.2.30)

where the first control function defines whether the economizer is operating or not (values of zero or
one), and the second control function defines the fraction of full flow at which it operates (values between
zero and one). The variable y in the first control function is either temperature or enthalpy corresponding
to the basis for the economizer control. The subscript c indicates the controlling variable, either return
air for differential control or a high limit (usually temperature) for high-limit control.

Then, the maximum increase in the heat exhausted by the economizer, ∆Econmax(t), is

(7.2.31)

and the maximum decrease in the heat exhausted by the economizer is equal to Econ′(t).
For faults that increase the lighting load, i.e., ∆Lights(t) greater than zero, increased flow in the

economizer will absorb the increased cooling load resulting from the higher lighting level until the
economizer reaches maximum flow. Thus

For faults that decrease the lighting load, i.e., ∆Lights(t) less than zero, the lower cooling load resulting
from decreased lighting is offset by decreased flow in the economizer until it reaches the minimum
required flow. Thus ∆Econ(t) is equal to −Econmax(t) and

When the system is cooling in the faulted condition and correcting the lighting fault would not result
in a change in mode from cooling to heating, then the economizer is already at maximum flow during
free cooling conditions and Equation 7.2.32 and Equation 7.2.33 reduce to

where the lighting fault increases the impact of the fault.
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For the simple case where the system is heating in the faulted condition and correcting the lighting
fault would not result in a change in mode from heating to cooling, then Econ′(t) is zero and both
Equation 7.2.32 and Equation 7.2.33 reduce to

where the change in the lights is partially offset by the increased requirement for heat, as expected. For
nonelectric heating, Equation 7.2.35 must be applied twice, once for the heating fuel impact with the lighting
term, ∆Lights(t), equal to zero, and once for the electricity impact when the second term is dropped.

HVAC Equipment Fault Impacts
For a fault whose impact is confined to the system COPs, the impact on the total demand is (from
Equation 7.2.23)

(7.2.36)

The system COPs must be estimated over the range of operating conditions, under both normal and
faulted operations. For systems without preheat or dehumidification loads, the heating and cooling
delivered by the system (exclusive of the economizer and constant distribution loads to be consistent
with Equation 7.2.23 is

(7.2.37)

where Reheat(t) is the heat demand required for proper temperature control in multizone systems; Distv(t)
is the fan and pump energy that varies with the load; Loss(t) is heat loss from the ducts and pipes caused
by conduction and air leakage; fD is the fraction of the duct loss that is retained in the conditioned space;
and COPcp(t), COPhp(t), and COPrh(t) are the COPs of the primary cooling, heating, and reheating energy
conversion equipment at the current load and temperature conditions.

For systems without preheat or dehumidification loads, the demand of the system (exclusive of the
constant distribution loads to be consistent with Equation 7.2.23 is

(7.2.38)

where Aux(t) is the energy consumption of auxiliary HVAC equipment such as condenser and cooling
towers fans.

The system COPs are defined as the ratio of the delivered energy to the demand. The cooling system
COP is

(7.2.39)
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and the heating system COP is

(7.2.40)

Under unfaulted operation, the primary COPs can be estimated from manufacturer’s data. These
formulations of the system COPs are convenient because they express the effect of reheat, distribution,
auxiliary consumption, and duct losses as ratios that tend to remain somewhat constant in many situa-
tions and that can be readily approximated for many systems. Alternatively, they can be estimated based
on design calculations. Estimation of the system COPs under faulted conditions typically requires an
estimate of the impact of the fault on only one of the terms.

In general (for an air conditioner, for example) the primary COP is a function of the latent cooling
fraction, the supply and outdoor temperatures, and the part load ratio. These can be estimated from the
manufacturer’s data for various conditions under normal operation. The effect of the faults must then
be estimated also. The primary COP is often discontinuous, such as for staged cooling devices. At rated
conditions, the primary COP for combustion equipment is often between 0.8 to 0.95, for absorption
cooling equipment between 0.45 to 0.7, for cooling equipment between 3 to 5, for electric heat pumps
between 3 to 4, and for electric resistance heating equipment it is 1.0.

At full load conditions, fan power for air distribution systems is typically in the range of 5 to 10% of
the delivered energy. For water distribution systems, this is typically in the range of 2 to 5%. These
fractions are building and system specific, and are primarily dependent on flow rates, supply temperatures,
and pipe and duct sizes and lengths. In constant volume systems, the distribution power is essentially
constant, whereas in variable volume systems it varies approximately with the square of the flow rate
(and may have a lower limit corresponding to a minimum flow rate).

The distribution power also generally results in heat being added to the flow. This displaces some need
for thermal energy from the primary heating source and adds to that from the primary cooling source.
Because of friction in the fan and duct or pump and pipe, virtually all the mechanical power input into
the fan or pump is converted to heat. The total (thermal and fluidic) power input is the product of the
volumetric flow rate (F) and total pressure increase across the fan or pump (∆p), with proper unit
conversion factor (k)

(7.2.41)

where (η) is the efficiency of a fan motor outside an air stream whose waste heat is not added to the
flow; otherwise η is 1.0.

Reheat occurs in single-duct multizone HVAC systems in the cooling mode whenever air volumes are
constant. Even in variable-air volume systems designed to reduce the need for reheat, once air volumes
are reduced to a minimum (determined by the need for outdoor air), some reheat is necessary.

Reheat is necessary because each zone has its flow rate set based on design conditions. Differences in
balance temperatures (defined below) among zones served by a single AHU will cause their cooling loads
to drop at different rates as the outdoor temperature drops below design conditions. Their cooling loads
do not decrease in proportion to their design flow rates, so some zones will receive more cooling than
they require to satisfy the zone with the highest relative cooling load.

A simple analysis can be developed that expresses the reheat required as a ratio to the zone’s cooling
load as follows:
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(7.2.42)

where the balance temperature for the zone, Tb, is expressed as a function of the zone temperature (Tz),
the internal heat gains to the zone, and the heat loss coefficient (UA).

(7.2.43)

So, if the balance temperatures for the zones served by an AHU are known or estimated, the ratio of
their reheat to their load can be estimated from Equation 7.2.42.

Integrating of Impacts Over Time
The primary purpose of providing energy impact information to users of FDD systems is to give a sense
of scale for problems detected so that operators can prioritize corrective actions among their other work
duties. Problems with small impacts can be ignored or fixing them can be put off, while problems with
large impacts may justify immediate action. Clearly, FDD systems will not have any beneficial effect on
building operation if significant problems are not corrected. Users and potential users of FDD systems
have consistently placed high value on such feedback.

The time scale over which a problem’s impact is presented fundamentally determines its value. It also
seems likely that users will compare this value or cost to fix a problem, perhaps an hourly labor rate or
the cost of a service call. With 168 hours in a week, presenting the impact in terms of a weekly cost impact
magnifies the user’s perception of the value of fixing the problem by two orders of magnitude compared
to presenting an hourly impact. Small problems can result in large cost impacts if they affect every hour
of every day. Since most problems targeted by FDD systems go undetected for months, if not years,
presenting impact estimates over even longer intervals is probably desirable.

However, this raises a set of issues about how to construct such estimates. First, the impact of problems
is not steady, either from hour-to-hour within a day, from one day to another, or from one season to
another. An economizer that fails to operate when it should provides a simple illustration of this. At
night or on weekends, the impact may be zero if the cooling system is shut off. The impact may also be
zero in the winter and the summer when the economizer cannot operate anyway. Providing an annual
estimate of the impact may be the fairest way to present FDD impacts, but is not useful in setting
immediate priorities for action. In this example, fixing the economizer in the winter is not an immediate
priority, while getting it fixed by spring is. The value of the corrective action and the benefit of the FDD
system are best represented by the annual number.

There are also procedural difficulties in computing impacts over time. When hourly (for example)
time-series impacts are computed by the FDD algorithm, it may be quite simple and useful to display
the sum of the hourly impacts for the last week or month. The issue here is that a new problem may
have a large impact, but this will not be apparent if these impacts are just starting to accumulate. This
suggests that either the onset of the problem is taken into account, adding another layer of complexity
to the FDD system, or future impacts are forecast based on the nature of the problem. The latter requires
some type of model to project impacts. This model could be theoretical, based on assumptions about
loads as a function of weather and a typical weather year, for example. On the other hand, the model
could be empirical, based on the conditions seen over the last year, if such data has been stored by the
FDD system. In either case, the effect of the problem must be superimposed on the model. Examples of
how this can be done were presented in the previous section, but making such estimates reasonably
accurate over widely varying conditions is complex.

In summary, it is important to keep in mind the purpose for the impact estimates. For the reasons
cited above, it may be appropriate to provide impact estimates over more than one time interval, and
perhaps targeted at various uses and users. For this to be effective, multiple impact results must be
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presented by the FDD system to clearly distinguish their basis and their use or target audience. It is also
important to keep in mind that making some kind of impact estimate, even one with significant
uncertainty, is probably always better than providing none at all.

Since increased energy costs are not the only impact of many problems in buildings, it is very important
to place energy cost impacts in their proper context. For example, faults that cause inadequate outdoor
air to be supplied to building spaces (i.e., below the amount specified by code) actually save energy and
lower costs substantially in most conditions. Nevertheless, they have adverse impacts on occupant health
and productivity that overshadow their energy cost benefits and open up the owner/operator to potential
liability. Similarly, faults in a chiller may result in a lack of capacity that limits consumption, but any
associated energy savings are likely to be overshadowed by the failure to provide comfort conditions and
potential damage to the chiller that may result from continued operation.

Therefore, FDD systems should be careful about displaying energy cost benefits from faults (perhaps
avoiding doing so altogether) that may distract the user from the real issues involved. Even if nonenergy
impacts of faults are not quantified by an FDD tool, they should be presented to the user in qualitative
fashion to prompt their consideration as the operators decide on a response to a detected fault.

7.2.13 The Future of Diagnostics in Buildings

In the 1990s, there was significant growth in the development of fault detection and diagnostic methods
and methodologies for building systems. However, very few commercial products exist today, and the ones
that exist are very specialized or not fully automated. There are several reasons for lack of widespread
availability and deployment of FDD systems: lack of sensors on building systems, unavailability of low
cost reliable sensors, high cost-to-benefit ratio of deploying FDD systems with current sensor technologies,
lack of acceptable benchmarks to quantify the potential benefits from deploying FDD systems, lack of easy
access to real-time data, and lack of infrastructure to gather data from existing BASs.

The functionality/benefits and costs of a fully automated FDD system differ significantly from those
of a service tool. With the development of low-cost reliable sensor technology, FDD systems would soon
be integrated into individual equipment controllers and would provide continuous monitoring, fault
detection and diagnostic outputs, and recommendations for when service should be performed. Ulti-
mately, as networking infrastructure matures, the use of automated FDD systems could allow a small
support staff to operate, monitor, and maintain a large number of different systems from a remote,
centralized location. Local FDD systems would communicate across a network to provide a status report
on the “health” of the equipment that they monitor. Failures that lead to loss of comfort could be
identified quickly before there is a significant impact on comfort. In many cases, degradation faults could
be identified well before they lead to loss of comfort or uneconomical operation, allowing more efficient
scheduling (lower cost) of service.

As the cost of sensors and control hardware continues to drop, chillers will probably be the first
application of automated FDD within the HVAC&R industry because of a low cost-to-benefit ratio. Once
fully developed, the technology could be integrated into all controllers associated with vapor compression
cooling equipment. When fully mature, the costs associated with implementing the technology should
be primarily the result of the addition of low-cost temperature sensors. These costs should be a relatively
small fraction of the controller costs. The same technology would also be applicable to refrigeration and
residential space cooling. Furthermore, the technology could be implemented in add-on systems to
existing cooling equipment, which would increase the rate of market penetration.

Open communication standards for building automation systems are catching on as well, and use of
Internet and Intranet technologies is pervasive. These developments enable FDD systems to be deployed
more readily. In addition, the structure of the industry that provides services for the operations and
maintenance of buildings is changing; companies are consolidating and offering whole-building opera-
tions and maintenance packages. Furthermore, as utilities are deregulated they will begin to offer new
services, including complete facility management. With complete and distributed facility management,
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the cost-to-benefit of deploying FDD systems will improve because the cost can be spread over a large
number of buildings (Katipamula et al., 1999). To benefit from these changes, facility managers, owners,
operators, and energy service providers are challenged to acquire or develop new capabilities and resources
to better manage this information and, in the end, their buildings and facilities.

Although the technology and incentives for application of FDD systems for vapor compression cooling
equipment have never been greater, there still are several obstacles to their development and deployment.
First, there is a need to quantify the potential benefits to establish benchmarks for acceptable costs and
to provide marketing information. Specific research issues related to FDD methods include development
of methods for detection and diagnosis of sensor faults and multiple simultaneous faults, identification
of appropriate models and training approaches, and evaluation of the tradeoffs between sensors (type and
quality) and FDD performance. The testing of FDD methods should be performed first in the laboratory
and then in the field.
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